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Chapter 1

Introduction

1.1 ESP-DL {4y

ESP-DL J&—~% 2y ESP A8 i i e i G H s sk o 28 W 2 HEBEAEZN . i ESP-DL, 5] DARRAR
PR R R GEDOE A (SoC) T A AT ] .

111 HgA

ESP-DL $2{it 7m#k. iz tT AUBALR) APL, ZAEZLS T A, H Bl A5 HoAb k8% SDK Jo4e %
. ESP-PPQ £/ ESP-DL &1k T E., REfiZE 1k H ONNX. Pytorch fil TensorFlow Bz | H-KfH 5
tH >4 ESP-DL #RrUERIAIAR .
« ESP-DL FrifE BRI A %4501 T ONNX, {H i /] FlatBuffers 1fij /& Protobuf , i H 5% &2
H IR I SUTHME, U IEZEH “espdls
o FERRELT-9:BL: ESP-DL S scPl T4 WL AL 2T, % Conv, Pool, Gemm. Add il Mul 2. H
Hij SZ FF AT operator_support_state.md
o WRANAPRRIZS . AR ERAR TS e E R RAM RIS, H 3R A R 2 4 FL B e LR AL
T DR e R B A A [m] P de/ M N A T
o W : B AUZ R B ARt B AR B 7 MR BUAZ T B RE J1. BT, Conv2D Fil Depth-
wiseConv2D 7 F: XU A% & .
« 8bit LUT Activation: [T Relu, PRelu(n>1) 2 N IrAg 8435 s %, ESP-DL BRiA {5 A 8bit LUT(Look
Up Table) J7 2L, PANNHHERE .

ESP-DL AR GEAEZ P40 T i



https://github.com/espressif/esp-dl/blob/dd07971/operator_support_state.md
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N

€ ONNX ¢ PyTorch  F TensorFlow

l
« [ -
l

...ESP-DL

1.2 ESP-DL miH41&!

ESP-DL (AL BT EHTT & . dESP A A AR AL T H B S5 -

121 dl (BE2E3])

RO E IR T A, 23 Tk

o model JIZk. EHMASEEE IR NE. 75 dl_model_base fil d1_memory_manager,

« module 60+ #1282 W 25 5 T3 11 (B, whifk. #3E%) . CfF: dl_module_base.hpp,
dl_module_conv.hpp, dl_module_pool.hpp, dl_module_relu.hpp &,

* base HLUARYH LI, IFEXEN A (esp32, esp32s3, esp32p4) (1) ISA FEE Il gk . 955 1L
AN d1_base_conv2d.cpp/hpp, dl_base_avg_pool2d.cpp/hpp %, PAK isa/ THR
H ISA FEE AR .

o math ZAEE (BEMERER) . 30 dl_math.hpp il dl_math_matrix.hpp.

e tool Hiihzhae (LM TH). Xff: dl_tool.hpp Ml dl_tool.cpp. % isa/ FHEHIW ISA
HrETH,

o tensor K EISHEAE. X dl_tensor_base.hpp,
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1.2.2 vision (PIEALELE)

THERHUSERER, 2 T

classification & 1% 4+ 2% (FE A& I PH) . ME F: d1_cls_base., J5 4t ¥
#%: imagenet_cls_postprocessor, hand_gesture_cls_postprocessor,
dl_cls_postprocessor,

recognition Ff {f #% U (B B 4 ) o RRAE BCHE R EE (M. W R Af)
i 4b PH 28: dl_feat_image_preprocessor, {ff Fll: dl_feat_base, J5 A& P FE:
dl_feat_postprocessor. $#i/%E: dl_recognition_database

image FIQALRE (PRSI, BRBY . Piedi). Bt (BR. EFB). BEmLIEE (RN,
. P, s . SRmEE) . BURME/4itS (JPEG/BMP), 224 TH (. 20K ).
Bl % 4t #: dl_image_process. i 4 ¥ #i: dl_image_color., [ & i 4 B #%:
dl_image_preprocessor, K14 f# 158/4 i: dl_image_jpeg. dl_image_bmp, % #| 1.
H: dl_image_draw,

detect H Fx K g (B A HE BH) . i H: dl_detect_base., Jg Ab H #%:
dl_detect_yololl_postprocessor, dl_detect_espdet_postprocessor,
dl_detect_msr_postprocessor., dl_detect_mnp_postprocessor,
dl_detect_pico_postprocessor., B&iT: dl_pose_yololl_postprocessor,

1.2.3 audio (FiAbsf)

FOAL B, Jp Ry AR :

common i &4 TH, 4 dl_audio_common.cpp/hpp , dl_audio_wav.cpp/hpp.
speech_features 155 45 iEHEEL. S0{4: d1_speech_features.cpp/hpp (base class), d1_fbank.
cpp/hpp (Filter Bank), d1_mfcc.cpp/hpp (MFCC), d1_spectrogram. cpp/hpp (Spectrogram).,

1.2.4 fbs_loader (FlatBuffers fl#k7s)

Ab¥f FlatBuffers 7 :

1.2.5

include 33 f4: fbs_loader.hpp, fbs_model.hpp.

src S fbs_loader.cpps

lib/ £ %A [F] 5 ARB Fil 415 . esp32/, esp32s3/, esp32p4/.
espidl.fbs FlatBuffers Fiz{ 3042 .

pack_espdl_models.py 7T 4,

oAl SCAE

CMakeLists.txt 3 H 14 &2 & .

idf_component.yml H{:7053E (ZFR. A, HKFI0N).
README.md i H SCEY A1 A58 .

LICENSE 4 7] 253K,
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Chapter 2

AlH5M

2.1 RRfRER

o —3t ESP32-S3 5, ESP32-P4 F & #x. #fi# i : ESP32-S3-EYE & ESP32-P4-Function-EV-Board
« —£& PC (Linux £%t)

o gl
o HBAFE R BIR A Type C 3211, B AR IE AT 85 13 F AR
* ESP-DL 3 #¢ ESP32, (HHEFLHRM C 4’5, Kk ESP32 217 fF 7% T ESP32-S3 5
ESP32-P4. QI TREE, WAEWH 1 H AT IR 1R BCE S04, ESP-DL ) o #5411 8 Oy 58 4 — 20
BRI
- fdi/1] ESP-PPQ H{k ESP32 *V- SR}, FFHf target 8K c.
- {fi/] ESP-DL #33& ESP32 - & A5ALN, 1 H 45 target N E - esp32.

2.2 BAFEKR

2.2.1 ESP-IDF

ESP-DL 5.7 ESP-IDF j217. A K A3k ESP-IDF (141, 2[4 ESP-IDF it .

#57F: EH ESP-IDF [y release/v5.3 B{HEEARA

2.2.2 ESP-PPQ

ESP-PPQ @ 5T ppq W EAL T H., H Ui E4#IFi. ESP-PPQ 1t PPQ HyJLAN EIRIN 1 AR 8% 5 WY
quantizer H1 exporter, J7 {# ] FURYEA [ HIL - 1451 ESP-DL PEECHYSALKIN , Iy ESP-DL 1] PA
EAEMBRIARERI SO . ESP-PPQ 5t PPQ T Y AP FIELIMIAS . L4127 PPQ SURHINL
W AARERE AL A CRYBIAL, ATRARE AN 755223 esp-ppq:

Ji&—: il pip 3ty



https://idf.espressif.com
https://github.com/espressif/esp-idf
https://github.com/espressif/esp-ppq
https://github.com/OpenPPL/ppq
https://github.com/OpenPPL/ppq
https://github.com/OpenPPL/ppq
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pip install torch torchvision torchaudio —--index-url https://download.pytorch.org/
—whl/cpu
pip install esp-ppg

Ji A M pip ‘RAEDERS, UMEPRFE S master 4y 3[R 2

git clone https://github.com/espressif/esp-ppg.git

cd esp-ppq

pip install torch torchvision torchaudio —--index-url https://download.pytorch.org/
—whl/cpu

pip install -e

Ji&K = T uv 2y

uv pip install "esp-ppglcpul" --torch-backend=cpu

# GPU

# uv pip install "esp-ppqgl[cpu]'" --torch-backend=cul24

# AMD GPU

# uv pip install "esp-ppg[cpu]" --torch-backend=rocmé6.2
# Intel XPU

# uv pip install "esp-ppqgl[cpu]" --torch-backend=xpu

JiAM: i uv 2200, CMEPRFE S master 4y % [H2D

git clone https://github.com/espressif/esp-ppg.git

cd esp-ppdq

uv pip install torch torchvision torchaudio --index-url https://download.pytorch.
—org/whl/cpu

uv pip install -e

Ji X 1E docker ' {ii ] esp-ppq

docker build -t esp-ppg:your_tag https://github.com/espressif/esp-ppg.git

il

o NGRS 225 ) 2 linux pytorch cpu FUAR, TEARPESL B L 22255 %) W 1 pytorch,
o MR uv Z24, NFELEE W ——torch-backend ZLHIW], H & Z0&5 H L 1Y pytorch
URLs 2],

2.3 PRI

ESP-DL $2 it 7 —LEFF45 R I i1 75131

231 pPilgvE & Bk

idf.py set-target [Soc]
idf.py flash monitor

i1 F ELAR o B85 ¥ [Soc], HFT 24 esp32s3 fll esp32pd. REIEFARTIN esp32 [T FI4 R
B
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232 RpilfcE

idf.py menuconfig

— BEOR B A0 5 RT R B R e, W PAAEME A idf.py set-target g Z S A idf.py
menuconfiqg HATHECE .

233 PEHERR
# % ESP-IDF 3CFY

i#%% 7 ESP-IDF DOC

BBk FLASH AR ER 71 Bl

idf.py eras—-flash —-p [PORT]

Mg build/. sdkconfig, dependencies.lock, managed_components/ HEixf.

24 BiEAE

B4, 5% ESP-DL %1 HpIk A operator_support_state.md , A {5 A L8 vp i 3812 21531 308 .

ESP-DL Wi Fl L A& . espdl SEATRIAGIEE , IR S BB TR b T i AL A% ik dt 2 J5 A e il
H . ESP-PPQ #2477 espdl_quantlze onnx %[] espdl quantize_torch 3L 1 DA 3 ONNX
FEAUA PyTorch #BU S . espdl #HA, FHAMRE2ESIHELE, 40 TensorfFlow, PaddlePaddle 255355554
FHFAIEEA A ONNX o [ B A PR IS AR ] DA 45 R ONNX B, WEFEAEL, WS

Yo fT 2 AR

4o 45T ¢, MobileNetV2
4ot T2 1L YOLOI In
44T & {t. YOLOI In-pose
Yo f T A XAER

2.5 BAASIIRE

ESP-DL #£{it T— &% APL R PG Az Az, E2HEgER, WE:
o hofeT Ho gk Ao X AL A
o JefTit TR 2
o AT IRFARAEL
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Chapter 3

Tutorials

3.1 ol AR Eany

ESP-DL Wi F EH#%0 . espdl HTHALERE . X @ —FhE WA ZUR% S, SZ3F 8bit Al 16bit. FEARHL
B, FATRFPA quantize_sin_model K, /2R Al {i H ESP-PPQ & ALH-F:th . espdl B, &AL
K Post Training Quantization (PTQ).

o BHTIE
o TR AR
s TILFF Y Lespdl
— AR A N
- SRR D & AF S ITE
s ZBwiLAy L
- W% B =1k (PTO)
- F RS % (QAT)

311 fEf IR

5% ESP_PPQ

3.1.2  Higigin

’ python sin_model.py

AT sin_model.py . ZBIAS N ZE— 4~ §L Pytorch B4 T 05 [0, 2pil J I AY sin K&, YIZRETH
SPRAFRIY Y. pth ALEE, F-5 i) ONNX K%,

1. BSP-PPQ 2t T espdl_quantize_onnx fll espdl_quantize_torch B DA ONNX
FLZUA PyTorch B, HABYREE2 S HESE 4 TensorfFlow, PaddlePaddle 254K B /e i 45l ONNX

 TensorFlow ¥ ONNX tf2onnx
+ TFLite # ONNX tflite2onnx
 TFLite %% TensorFlow tflite2tensorflow

11


https://github.com/espressif/esp-dl/tree/dd07971/examples/tutorial/how_to_quantize_model/quantize_sin_model
https://github.com/espressif/esp-dl/blob/dd07971/examples/tutorial/how_to_quantize_model/quantize_sin_model/sin_model.py
https://github.com/onnx/tensorflow-onnx
https://github.com/zhenhuaw-me/tflite2onnx
https://github.com/PINTO0309/tflite2tensorflow
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* PaddlePaddle # ONNX paddle2onnx

3.1.3 LIS .espdl

% 2% quantize_torch_model.py I quantize_onnx_model.py , | fi# a{i fi#i J] espdl_quantize_onnx Fil
espdl_quantize_torch BEOEALHFH .espdl iR,

PATHIA G2 T M =A 30, 2dile:
* **.espdl: ESPDL Byl SCr, wPAEE Ttk A AYHERL.
 **.info: ESPDL BRUSCASCHE, MTRIAMEE - espdl BAURHHIERH T . A5 THRLE
Hy, BTSRRI, sl A/ 2R R
« ** . json: BHLMFEEICME, MT RS SR RIFHME.

ke
L. AFPFER cespdl HAUNEEIRA, MEHZSRSHIRE.
» ESP32 {#i ]y ROUND %% 2 ROUND_HALF_UP,
- {EH ESP-PPQ Hifk ESP32 V-SR], 5Hf target 8 °h <, K H7E ESP-DL Ht, I
TR CIEEHS .
- {#i ] ESP-DL #35 ESP32 “F-& A8, Tl H 471 target W E K esp32.
* ESP32S3 fifi i) ROUND 3 H& /& ROUND_HALF_UP,
e ESP32P4 f#i I & ROUND_HALF_EVEN,
2. H#i ESP-DL i JH i) &AL SR HE )2 X Fr & Ak + POWER OF TWO.,

Ak A/

6 A 2R A A i 4 A PR A SRR R IR A, 5GBSk PC w iY — 2 I e Ak . JT R api P
export_test_values &I, FLEERF—ZH M5 A4 H ELAE . espdl fBUH, input_shape S
Fl inputs ZEUHE E L —A, input_shape Z4UIH FEALAYMRH A, inputs WATPAFE & —
MREERINRE A . . info SR AEE N A/ B B(E. #&K test inputs value fll test
outputs value BHEL].

LB & RS VEAS

espdl_quantize_onnx fl espdl_quantize_torch API £k [A| BaseGraph, f#ff]l BaseGraph 4
AN TorchExecutor Hinl AYE PC il AL BRI HE T HERL T

executor = TorchExecutor (graph=quanted_graph, device=device)
output = executor (input)

AR PRS2 0 i T AR R AR LR bR . | T esp-dl ARumifEBEAY 45 R 2 RERI esp-ppg
XIFFHY, AT DA ELE SR AR AL B e T RE

ik
1. 2477 esp-dl {¢ 37 FF batch_size & 1, A $FZL batch 5{E 3h7S batch,
2. .info XA AIEN A/E i, DA RAL SE AL B EE A2 16 TR TR, Ut Ul an SR AN
16 777, STE/EHEHT 0.
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3.14

gtk

USRI AL ] BRIARY 8bit AT A TC R BRI AR, FATHERAE T AN AT 3] PARE— 22
AR PR RE K

it (PTQ)

R R
B f
FFAREN

HALINIZE (QAT)

3.2

YOLO! In &R 4a )| 45
YOLOI In-pose = 4% B Fa )| %

nAnimag . MURIPE fe s B Bt

TEAFAEF, FATREA AN WA AT —A espdl BEZL, 225 (7%

k& TAE

M rodata ¥ hesk A

M partition ¥ ez A
M sdcard P he A

TR AR 48 5% AL & T IE A
DT AR R L

AT AL 32 28 iR

(LA MRE T profile() 7 ik

3.2.1

1.
2.

3.2.2

HE25 1A

4% ESP_IDF
T espdl 2R

M rodata Him#k Ry

BT IR SO B A B W AR FLASH | . rodata Berpe BBl B, (HB SRR Y.
JHRE PP AR S AR S W FE T

1.

{f CMakeLists.txt PRI
B . espdl B AE] . rodata B, TETE CMakeLists.txt FEMPA NS BTN
A 1df_component_register () ZHl, I/a—F7ifE idf_component_register () ZJ5.

idf_build_get_property (component_targets __COMPONENT_TARGETS)

if ("___ idf_espressif__esp-dl" IN_LIST component_targets)
idf_component_get_property (espdl_dir espressif__esp-dl COMPONENT_DIR)

elseif ("___ _idf_esp-dl" IN_LIST component_targets)
idf_component_get_property (espdl_dir esp-dl COMPONENT_DIR)

endif ()

set (cmake_dir ${espdl_dir}/fbs_loader/cmake)

CHgkzs)
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(& b))
include (${cmake_dir}/utilities.cmake)
set (embed_files your_model_path/model_name.espdl)
idf_component_register (...)
target_add_aligned_binary_data (${COMPONENT_LIB} S${embed_files} BINARY)
2. AERHF I AR
LRSS e
#include "dl_model_base.hpp"
A AT I B AR A -
/) BB AEZHAE K IR "_binary ", X% "model_espdl", J&#& "_start"
extern const uint8_t model_espdl[] asm("_binary_model_espdl_start");
/S BEERRE - AR NS H B EA
dl::Model *model = new dl::Model ((const char *)model_espdl, fbs::MODEL_
— LOCATION_IN_FLASH_RODATA) ;
/O BmBERE - BEXSH:
/) - ¥ 5B RYEAE FLass F (¥4 PSRAM/ #f RAM, 12 & & K 1%)
// - BEAH RAM RN 0 F¥ (& A PSram)
/- ERARENFEER
/)= TR Y
// - param_copy = false (¥ % ¥+ ¥ £ FLASH %)
// dl::Model *model = new dl::Model ((const char *)model_espdl,
// fbs::MODEL_LOCATION_IN_FLASH RODATA,
// 0, // max_internal_size
// dl: :MEMORY_MANAGER _GREEDY,
// nullptr, // key
// false); // param_copy
fiks HERE S AERL

Rkl : A rodata ¥ e # AR BF, BRSO ATE RN B AR kR SR, BRSO
AR et . X RBUMERY | X S inbesmtal . 2% [ AN partition 4o 35 4% Bk AK sdcard
P e HAE T Sk e I A A

PIAF vs PEfiE: param_copy ZHfa il A 2402 75 M FLASH & il 2 BB 77 (PSRAMY/ N
RAM)., ¥ # param_copy=false HJPA{i% RAM, {H T FLASH {jj Rl RS, SPAUERE
fiE. 1A RAM M H Skl A 25 F S50 .

Jﬁfﬁﬁﬁ?ﬁ@ﬂtdﬂ HRATE . rodata FIRKBRAI N GETFEHI N partition. csv PN AT
IR KIN.

3.2.3 J\ partition ki

W AR AE B ) FLASH 43 Xy, e s 1 A F2 7 A B2y
1. £ partition.csv HESMBIEI S S

AR B RN partition. csv UM SR X A K0 KERITEAN(E S, #5274 ESP-IDF

I BRI

# Name, Type, SubType, Offset, Size, Flags
factory, app, factory, 0x010000, 4000K,

model, data, spiffs, , 4000K,
* Name: (£ H R ATR (RAESLIEFFRE 16 MFAF)
e Type: data
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e SubType: spiffs (FAIEMENTE)
* Offset: #23DLH 3i1H
o Size: WAL SR/
2. {E CMakeLists.txt PEMBRIRE {3 R

idf_component_register(...)
set (image_file your_model_path/model_name.espdl)
esptool_py_flash_to_partition(flash "model" "S${image_file}")

esptool_py_flash_to_partition HE “NSENINE partition. csv P Name FEL
U

3. TERS T MR Ry
et

#include "dl_model_base.hpp"

e stk

/SO EERE - ERRINS S HEA
dl::Model *model = new dl::Model ("model", fbs::MODEL_LOCATION_IN_FLASH_
—PARTITION) ;

/S BERE - RSB RYE FLASH W L F 4 RAM
// dl::Model *model = new dl::Model ("model",

// fbs: :MODEL_LOCATION_IN_FLASH PARTITION,
// 0, // max_internal_size

// dl: :MEMORY_MANAGER_GREEDY,

// nullptr, // key

// false); // param_copy

B—ASH (XER%) 1S partition. csv HHY Name FEILHAL.

Frik: Beaciifb: flij] idf.py app-flash fUFF idf.py flash, ATPABURESREY AR Y20 B A BT
BRI X o X WE AT IF A ) e sk i) o

3.2.4 M\ sdcard Hm#EkEin

BET735 N SD RNz, 24 FLASH 7384 R o 75 2000 S 3B i Jod sEp bk 4R A 1 -

1. #£45 SD |
o B SD RASE Sl FAT32, iRk =1b, HEERE B gt (FdEaE%).
o $56y: {Ef ESP-DL 2 i, iIA4& 41 SD R4
2. #:# SD |
* {1 BSP (Mg scHifu)
7 menuconfig Hj= ] CONFIG_BSP_SD_FORMAT_ON_MOUNT_FAIL DAY H g1k

#include "bsp/esp-bsp.h"
ESP_ERROR_CHECK (bsp_sdcard_mount () ) ;

AMdi ] BSP:
BoEH R, %E format_if_mount_failed = true,

#include "esp_vfs_fat.h"
#include "sdmmc_cmd.h"

esp_vfs_fat_sdmmc_mount_config_t mount_config = {
.format_if_mount_failed = true,
.max_files = 5,
.allocation_unit_size = 16 * 1024

bi

// R D F (AR EZIE T EHEMNE)
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3. SIS SD |

PHER . espdl BRI HIB] SD £ (Blan, ZHFIMRHEFAEH model.espdl).
4. AERP T ImAE R

(2P P

#include "dl_model_base.hpp"

o IR AH ] BSP(Board Support Package)

// 1 # sdcard.

const char *model_path = "/your_sdcard_mount_point/your_model_path/model_name.
—espdl";

Model *model = new Model (model_path, fbs::MODEL_LOCATION_IN_SDCARD) ;

ik RN sdeard P ho #4278 B, AU BERFAE S R A s TE] PR AR R A 75 A sdeard 42 il
F|) PSRAM (% internal RAM ., WIRAR FLASH 250 &5k, XM EEE M.

3.2.5 DA BERI i HEBILRE 3 1 6

test () J7 VR i Ry A SR -GAR SO P B 6 ELEUEA T FORY SRR S 7 7 A I A A HfE PR A,
Ao

PSR
.. esp)dl I AE ESP-PPQ FpS Y Isp i el A RN i = (] export_test_values
HEI )

o XPTERE, BN PSS DRSO A B A A MBS RN
API: esp_err_t dl::Model::test ()
B G A E R ] EsP_oK, iR ESP_FAIL,
jib

#include "dl_model_base.hpp"

/Rl RAEA G ...
esp_err_t ret = model->test();

if (ret == ESP_OK) {

ESP_LOGI(TAG, " A Jl @ L ! ™);
} else {

ESP_LOGE (TAG, "4 Al & & ! ");

}

/7 B R E
ESP_ERROR_CHECK (model->test ());

BN(FELLE

L A2 P AR A K, FTDA testO) AFTEEIMIRETA
2. W AR RIE TR

3. R L S BT R (FIERLIREMA )

4. AR BRI AR BRI

INT16 BERITERR S th TR AR, INTI6 B i U £1 225

3.2.6 Sy OB ARG 0L
profile_memory () FEITEIEE AR NERE (NE RAM,. PSRAM. FLASH) 1 PAE H 48040 .
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API: void dl::Model::profile_memory ()
Hik:

#include "dl_model_base.hpp"

/AR AKAS ...
model->profile_memory () ;

LR OR AR

AR ]

flatbuffers 11 24, 40 & — A~ F 01, B4 5%
parameter, flatbuffers #EF [ T HIAI S5 2 Hb,
SR Ad SRS EIRR, B
RUGER A5 B

parameter_copy S HIRRLRL S5 24 flatbuffers 15574y T FLASH )
B, BRIAIE O 252 2] PSRAM 53 internal
RAM DA$E i HE PRI B -

fbs_model parameter

variable WA E BRI S I N AE, AL A/t DA S
(] Y T 25 R 2 X 7 50 25 )

others kK oR oA B O fFOE O E N,
heap_caps_aligned_alloc /

heap_caps_aligned_calloc H iF i1 &

HOFE BN (R

SR AR BRI PN RAM, PSRAM il FLASH i I 0

3.2.7 Sy B RLHE R R

profile_module () J¥EATEHIBA hgAMEe (J2) MIEHERE .
API: void dl::Model::profile_module (bool sort_module_by_latency = false)

B4 - sort_module_by_latency : WM N true , FBFIERHETY (Bmitik). kN false
(BRIN), AR NI 2R

ik

// BN AN T

model->profile_module () ;

/S HERETF (RFMHE)

model->profile_module (true);

Wi ALES s - BHLZ R - AT (PREZRAL) - MEPRGER (fAP, SRS DL_LOG_LATENCY_UNIT
DA JEAE) - KR B AR

% API:

e std::map<std::string, module_info> get_module_info () - PAZRAE 7 ik M B Y5
=]

N
e void print_module_info (const std::map<std::string, module_info> &info,
bool sort_module_by_latency = false) - MIRGHTEIEEE B

3.2.8 HlevEiesrdr: profile() Jivk

profile () H4EE T profile_memory () fl profile_module (), #HTLEESHT.
API: void dl::Model::profile(bool sort_module_by_latency = false)
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Hlik:

VAR RN R
model->profile();

VA& £ - -
model->profile (true);

BRI AT FIPERE 2 AT B fo BB HE 7 5

3.3 ] kAT B HERR

TEABRET, FATHN G RN BRI . 2% 0l

s EETIE
o HeF AR
o FREUEA NS
o FiLIA
- TIEAE
— %1t dl::TensorBase
& &
- RELEAE
— R&ft dil::TensorBase
FEA 2

331 fEf IR

5% ESP_IDF

3.3.2 ImEkR

o {7 Ao 2R AR

3.3.3 B E A/

std: :map<std::string, dl::TensorBase *> model_inputs = model->get_inputs();
dl::TensorBase *model_input = model_inputs.begin()->second;

std: :map<std::string, dl::TensorBase *> model_outputs = model->get_outputs();
dl::TensorBase *model_output = model_outputs.begin()->second;

T PAE I get_inputs () Ml get_outputs () api 3RFG4 A/ H 24 F AN W) d1: : TensorBase,
WLEH,, 1S Wdl:TensorBase 3 4%

#ril: ESP-DL [ A7FAE BRE S O MSZ iy A/ P B S5 58 f Hh  id— BE R A il eI
TrAE, FrPAU R EA T B A I, R TR SSR S B SE AT R4 R . Walie i, model_input HH
Bl , FEPITERAER Y )5, ATRERL AL model_output i HoAh A 45 R fr i ati -
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334 HAtfA

8bit HI 16bit HALHYMIA, 73 53|H2 int8_t Ml intle_t KAMH A, float RBAYH DALMY
exponent BHALBOGH W YRR 2 J5 A REMR AR . 15845

Scale

Q@ = Clip <Round <R> , MIN, MAX)

Scale = 2B

*

o R ZZEEANITESEL.

o Q RELEMEREE, FEAE MIN, MAX] JEH N #1759 .

o MIN #%h5/ME, Sbit I, MIN = -128, 16bit [}, MIN = -32768.
o MAX B, 8bit I, MAX = 127, 16bit if, MAX = 32767,

b

float input_v = VALUE;

// Note that dl::quantize accepts inverse of scale as the second input, so we use.
—DIL_RESCALE here.

int8_t quant_input_v = dl::quantize<int8_t> (input_v, DL_RESCALE (model_input->
—exponent) ) ;

1k d1: : TensorBase

// assume that input_tensor already contains the float input data.
dl::TensorBase *input_tensor;
model_input->assign (input_tensor);

3.3.5 e fbhmily

8bit HI 16bit FEALAIEAY, 733155 ints_t Ml intle_t FAMAYHH . WA exponent LB Z )5
AREREE R i . A

R = (Q x Scale

Scale = 2B

Forfr:

R* & AL SR AL A -
* Q2 HAL/ERYEEELH

B AL A

int8_t quant_output_v = VALUE;
float output_v = dl::dequantize (quant_output_v, DL_SCALE (model_output->exponent));

X4k d1: : TensorBase
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// create a TensorBase filled with 0 of shape [1, 1]

dl::TensorBase *output_tensor = new dl::TensorBase ({1, 1}, nullptr, 0, dl::DATA_
< TYPE_FLOAT) ;

output_tensor->assign (model_output) ;

3.3.6 BaRIfinp

WL
* iR
e void dl::Model: :run (runtime_mode_t mode)
e void dl::Model: :run(TensorBase *input, runtime_mode_t mode)
e void dl::Model::run (std::map<std::string, TensorBase*> &user_inputs,
runtime_mode_t mode, std::map<std::string, TensorBase*> user_outputs)

3.4 WGBS (55 T1)

RHEFE FAAE L+ imodule M2 FIHIE—~HHH . Module JRFTABBIMAE, LH R
BEA LR B Y 1 2 SR,

#4{k: ESP-DL gy 1) 5 ONNX X 5% .

3.4.1 MYEIEK Module

HERPHET I BATEIRAE KD ESH B .

.« ik
— dl::module::Module: :Module (): Fi&ERE, FATHIMEIAL,

— dl::module: :Module: :~Module (): MriymR%L, T REHRIE.

— dl::module: :Module: :get_output_shape (): WIEE AR B IR,

— dl::module::Module::forward(): BfTHER, EHED.

— dl::module::Module: :forward_args (): iafTRid, KO,

— dl::module::Module: :deserialize (): MJTFHLIE B O ERAELLSLH] .

— dl::module: :Module: :print (): FTEIEHZ A,

W L{ZH , %% Module Class Reference.
342 QIEPIERR
PN, TR Module BAYRAE —ASHIFIHEB LM H ik,

A Gl MyCustomModule 2

HL P, 5% esp-dl/d/module.

#include "module.h" // 1, 4 & X Module % # k X1

namespace dl {
namespace module {

(T IUgkEE)
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(£ L£50)

class MyCustomModule : public Module {
public:
/7 H &K
MyCustomModule (const char *name = "MyCustomModule",
module_inplace_t inplace = MODULE_NON_INPLACE,
quant_type_t quant_type = QUANT_TYPE_NONE)
: Module (name, inplace, quant_type) {}

/7 WA
virtual ~MyCustomModule () {}

// ® B get_output_shape ¥ &
std: :vector<std::vector<int>> get_output_shape (std::vector<std::vector<int>> &
—input_shapes) override {
/O ERARERATRITEREPRGESE
std: :vector<std::vector<int>> output_shapes;
/) mBl BREBE RS AT RAE
output_shapes.push_back (input_shapes[0]) ;
return output_shapes;

}

// ®E forward F
void forward(std::vector<dl::TensorBase *> &tensors, runtime_mode_t mode =._
< RUNTIME_MODE_AUTO) override {
// KB IEATH BBy E B
/7 Bl xR R AT R fE
for (auto &tensor : tensors) |

/)R EANKERATE LR E
}

// ®E forward args F i

void forward_args (void *args) override {
/) EHAR RO E
/Bl RE SR PATE LR E

3

/7 R BRI Bk S

static Module *deserialize (fbs::FbsModel *fbs_model, std::string node_name) {
/7 EIR PN B LB W E
// BB ME onnx i F

3

// B E print ¥ &
void print () override {
/) TTHERE R
ESP_LOGI ("MyCustomModule", "Module Name: %s, Quant type: %d", name.c_str(),
— quant_type);
}
bi

} // namespace module
} // namespace dl1

{1} MyCustomModule 2

WS T MyCustomModule 2KJ5, iH4E dl_module_creator A mARS , (i 40 .

void register_dl_modules ()

{
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(£ L£50)

if (creators.empty()) A

this->register_module ("MyCustomModule", MyCustomModule::deserialize);

3.5 W% MobileNetV2

TEAZRE S, FATNZ A ] ESP-PPQ I Fililll 25 1) MobileNetV2 #AU 1T #4k , {1 I} ESP-DL %%
1k 51 MobileNetV2 iz,

o BHTIE
o AT

— FAD| AR
MRS IE R
8bit ZXINEL H =1L
- REAREE
- BR ¥

REFEE S
- ATz
- a2

351 HEFS AR

%3 ESP_IDF
%

1.
2. 4% ESP_PPQ

3.5.2 pRihE
AL A

PIZREER

M torchvision 2% MobileNet_v2 Il ZefE8 ARt T PAM ONNX models B TensorFlow models 2% :

import torchvision
from torchvision.models.mobilenetv2 import MobileNet_V2_Weights

model = torchvision.models.mobilenet.mobilenet_v2 (weights=MobileNet_V2_Weights.
—IMAGENET1K_V1)

2 HE B S 5 BRI R A g AAR o3I, RS Bt S 5 BORUnT RE 78 e VAR B iy ALY B ml R L
DA S fp i AR . X HLDA TmageNet Ko, 7R AT g A v i 4

fii FfJ torchvision JIl %, ImageNet {4 :
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import torchvision.datasets as datasets
from torch.utils.data.dataset import Subset
dataset = datasets.ImageFolder (

CALIB_DIR,

transforms.Compose (

[

transforms.Resize (256),
transforms.CenterCrop (224),
transforms.ToTensor (),
transforms.Normalize (
mean=[0.485, 0.456, 0.406], std=[0.229, 0.224, 0.225]
)I
]
)V
)
dataset = Subset (dataset, indices=[_ for _ in range (0, 1024)])

dataloader = Dataloader (
dataset=dataset,

batch_size=BATCH_SIZE,

shuffle=False,
num_workers=4,

pin_memory=False,
collate_fn=collate_fn1,

8bit BRI\ E w1k

ALY

target="esp32p4"
num_of_bits=8
batch_size=32
quant_setting =

QuantizationSettingFactory.espdl_setting() #

default setting

HALER

Analysing Graphwise Quantization Error::

Layer

/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.

16/conv/conv.2/Conv:
15/conv/conv.2/Conv:
17/conv/conv.2/Conv:

18/features.18.0/Conv:

14/conv/conv.2/Conv:
13/conv/conv.2/Conv:
17/conv/conv.0/conv.
16/conv/conv.1/conv.
12/conv/conv.2/Conv:
16/conv/conv.0/conv.
7/conv/conv.2/Conv:

10/conv/conv.2/Conv:
11/conv/conv.2/Conv:
6/conv/conv.2/Conv:

/classifier/classifier.1/Gemm:

/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.

15/conv/conv.0/conv.
4/conv/conv.2/Conv:
15/conv/conv.1/conv.
14/conv/conv.1/conv.
9/conv/conv.2/Conv:
14/conv/conv.0/conv.
5/conv/conv.2/Conv:

.0/Conv:
.0/Conv:

.0/Conv:

.0/Conv:

.0/Conv:
.0/Conv:

.0/Conv:

=
(@}
=
w0
=
n
-
[0}
2
e
=
g
(@]
=
=
o
2]
g
H
—
(@)

.831%
.268%
.112%
.586%
.135%
.090%
.895%
.226%
.895%
.808%
.675%
.292%
.085%
.892%
.591%
.323%
.787%
.354%
.207%
.808%
.465%
.868%

O I S TSN
= = W U1

w W
N o1

DD DNDDNDDNDDNDDNDDNDDNDDNDDNDDN
O B b U1 Ul U oYy oY WO

= e
© ©

[N
~J

Q)
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(8L 7))

/features/features.12/conv/conv.1/conv.1.0/Conv: | | IGGIGNN | 16.589%
/features/features.13/conv/conv.1/conv.1.0/Conv: | |HENEEEE | 16.143%
/features/features.11/conv/conv.1/conv.1.0/Conv: | | EIGEzIGG | 15.382%
/features/features.3/conv/conv.2/Conv: | I | 15.105%
/features/features.13/conv/conv.0/conv.0.0/Conv: | | EGGzN | 15.029%
/features/features.10/conv/conv.1/conv.1.0/Conv: | | EIGzIGG | 14.875%
/features/features.2/conv/conv.2/Conv: | T | 14.869%
/features/features.11/conv/conv.0/conv.0.0/Conv: | | IR | 14.552%
/features/features.9/conv/conv.1/conv.1.0/Conv: | |GGG | 14.050%
/features/features.8/conv/conv.1/conv.1.0/Conv: | | EIGIN | 13.929%
/features/features.8/conv/conv.2/Conv: | | 13.833%
/features/features.12/conv/conv.0/conv.0.0/Conv: | |HEIGz:GG | 13.684%
/features/features.7/conv/conv.0/conv.0.0/Conv: | | | 12.942%
/features/features.6/conv/conv.1/conv.1.0/Conv: | | IR | 12.765%
/features/features.10/conv/conv.0/conv.0.0/Conv: | [ 5IN | 12.251%
/features/features.5/conv/conv.1/conv.1.0/Conv: | | | 11.186%
/features/features.17/conv/conv.1/conv.1.0/Conv: | - | 11.070%
/features/features.9/conv/conv.0/conv.0.0/Conv: | - | 10.371%
/features/features.4/conv/conv.1/conv.1.0/Conv: | | | 10.356%
/features/features.6/conv/conv.0/conv.0.0/Conv: | | | 10.149%
/features/features.4/conv/conv.0/conv.0.0/Conv: | - | 9.472%
/features/features.8/conv/conv.0/conv.0.0/Conv: | | | 9.232%
/features/features.3/conv/conv.1/conv.1.0/Conv: | | | 9.187%
/features/features.l/conv/conv.1/Conv: | - | 8.770%
/features/features.5/conv/conv.0/conv.0.0/Conv: | |l | 8.408%
/features/features.7/conv/conv.1l/conv.1.0/Conv: | - | 8.151%
/features/features.2/conv/conv.1/conv.1.0/Conv: | - | 7.156%
/features/features.3/conv/conv.0/conv.0.0/Conv: | |l | 6.328%
/features/features.2/conv/conv.0/conv.0.0/Conv: N | | 5.392%
/features/features.1/conv/conv.0/conv.0.0/Conv: | | 0.875%
/features/features.0/features.0.0/Conv: \ | 0.119%
Analysing Layerwise quantization error:: 100

. ]

—53/53
Layer

/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.

[08:44<00:00,

9.91s/it]

1/conv/conv.0/conv.0.0/Conv:

0/features.0.0/Conv:
1/conv/conv.1l/Conv:

2/conv/conv.1l/conv.1.0/Conv:
3/conv/conv.1l/conv.1.0/Conv:

15/conv/conv.1/conv.1.0/Conv:

9/conv/conv.1/conv.1.0/Conv:

17/conv/conv.1/conv.1.0/Conv:

4/conv/conv.1l/conv.1.0/Conv:

11/conv/conv.1/conv.1.0/Conv:
12/conv/conv.1/conv.1.0/Conv:
16/conv/conv.1l/conv.1.0/Conv:

14/conv/conv.2/Conv:

13/conv/conv.1/conv.1.0/Conv:

6/conv/conv.1/conv.1.0/Conv:
8/conv/conv.1l/conv.1.0/Conv:

7/conv/conv.2/Conv:

5/conv/conv.1/conv.1.0/Conv:

3/conv/conv.2/Conv:
16/conv/conv.2/Conv:

13/conv/conv.0/conv.0.0/Conv:

15/conv/conv.2/Conv:
4/conv/conv.2/Conv:
11/conv/conv.2/Conv:

/classifier/classifier.1/Gemm:
/features/features.2/conv/conv.0/conv.0.0/Conv:

NOISE:SIGNAL POWER RATIO

| 14.303%
0.844%
.667%
.574%
.419%
.272%
.238%
.214%
.180%
.151%
.148%
.146%
.136%
.105%
.105%
.083%
.076%
.076%
.075%
.074%
.072%
.066%
.065%
.063%
.063%
.054%

O O O O O OO OO OO0 OO0 OoOooOooOoo
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/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.

/features/features

13/conv/conv.2/Conv:

2/conv/conv.2/Conv:
4/conv/conv.0/conv.0.0/Conv:
17/conv/conv.2/Conv:

10/conv/conv.2/Conv:

9/conv/conv.2/Conv:

7/conv/conv.1l/conv.1.0/Conv:
5/conv/conv.2/Conv:
8/conv/conv.2/Conv:
12/conv/conv.2/Conv:
6/conv/conv.2/Conv:
7/conv/conv.0/conv.0.0/Conv:
3/conv/conv.0/conv.0.0/Conv:

5/conv/conv.0/conv.0.0/Conv:
6/conv/conv.0/conv.0.0/Conv:
9/conv/conv.0/conv.0.0/Conv:
18/features.18.0/Conv:

.8/conv/conv.0/conv.0.0/Conv:

* Prec@l 60.500 Prec@5 83.275%*

10/conv/conv.1/conv.1.0/Conv:
17/conv/conv.0/conv.0.0/Conv:

14/conv/conv.0/conv.0.0/Conv:
16/conv/conv.0/conv.0.0/Conv:

11/conv/conv.0/conv.0.0/Conv:

14/conv/conv.1l/conv.1.0/Conv:

12/conv/conv.0/conv.0.0/Conv:
15/conv/conv.0/conv.0.0/Conv:

10/conv/conv.0/conv.0.0/Conv:

O O O O O O O OO OO OO0 OO0 OO0 oOo oo oo

.050
.042
.040%
.038%
.034%
.030%
.025%
.024%
.022%
.021%
.021%
.020%
.020%
.019%
.018%
.017%
.014%
.014%
.013%
.009%
.008%
.006%
.005%
.003%
.002%
.002%
.002%

—
° o0 a0 |y
[
=
<

AL ZE B

RALJGY topl HERR A 60.5%, 1 float BEAUFKHERG R (71.878%) HIZERGL, RABIRUGEEAREOR,

oo

o Zi|i% % (Graphwise Error)
A B J5 — 2 A [classifier/classifier.1/Gemm, %21 BTN 25.591%. LUK iiE—)2
(R ZIHRZENT 10%, BACBR RS R R/

o BEiRY (Layerwise error)

W% Layerwise error, & IR ZIIRZEHAE 1% LAT, BHIRE 2R EAGRZER /DN, HA D
BUUZRZERK, AT AR R 2ZE R K Z M intl6 #EfTE k. ARG BRI R,

AL AL
AL

from esp_ppg.api import get_target_platform

target="esp32p4"
num_of_ bits=8
batch_size=32

# LT B Aintic# T E M

quant_setting = QuantizationSettingFactory.espdl_setting()

quant_setting.dispatching_table.append("/features/features.1/conv/conv.0/conv.0.0/
—Conv", get_target_platform(TARGET, 16))
quant_setting.dispatching_table.append("/features/features.1l/conv/conv.0/conv.0.2/
—Clip", get_target_platform(TARGET, 16))
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Layer

/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/classifier/classifier.1/Gemm:
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
Analysing Layerwise quantization error::

. ]

| NOISE:SIGNAL POWER RATIO
16/conv/conv.2/Conv: | I | ;) cs5e
15/conv/conv.2/Conv: ' I | 20253
17/conv/conv.0/conv.0.0/Conv: | | IEGIGNGTGGNGEGEGE | 25.077%
14/conv/conv.2/Conv: W ] [ ] | 24.819%
17/conv/conv.2/Conv: I I | 19.546%
13/conv/conv.2/Conv: . @@ | | 19.283%
16/conv/conv.0/conv.0.0/Conv: | | NEIGINGTGzNGEG | 18.764%
16/conv/conv.1/conv.1.0/Conv: | | IEIENGE | 18.596%
18/features.18.0/Conv: . @@ | | 18.541%
15/conv/conv.0/conv.0.0/Conv: | | IIGzG:G | 15.633%
12/conv/conv.2/Conv: | I | 14.784%
15/conv/conv.1/conv.1.0/Conv: | [N NIEIEIEEER | 14.773%
14/conv/conv.1/conv.1.0/Conv: | |GG | 13.700%
6/conv/conv.2/Conv: I I | 12.824%
10/conv/conv.2/Conv: I | 11.727%
14/conv/conv.0/conv.0.0/Conv: | |EGNING | 10.612%
11/conv/conv.2/Conv: | I | 10.262%
9/conv/conv.2/Conv: I | 9.967%

| | 9.117%
5/conv/conv.2/Conv: I | 8.915%
7/conv/conv.2/Conv: I | 8.690%
3/conv/conv.2/Conv: | | 8.586%
4/conv/conv.2/Conv: | I | 7.525%
13/conv/conv.1/conv.1.0/Conv: | N | 7.432%
12/conv/conv.1/conv.1.0/Conv: | | | 7.317%
13/conv/conv.0/conv.0.0/Conv: | - | 6.848%
8/conv/conv.2/Conv: I R | 6.711%
10/conv/conv.1/conv.1.0/Conv: | | | 6.100%
8/conv/conv.1/conv.1.0/Conv: | | | 6.043%
11/conv/conv.1/conv.1.0/Conv: | | | 5.962%
9/conv/conv.1l/conv.1.0/Conv: | - | 5.873%
12/conv/conv.0/conv.0.0/Conv: | - | 5.833%
7/conv/conv.0/conv.0.0/Conv: | | | 5.832%
11/conv/conv.0/conv.0.0/Conv: | |l | 5.736%
6/conv/conv.1l/conv.1.0/Conv: | - | 5.639%
5/conv/conv.1/conv.1.0/Conv: | |l | 5.017%
10/conv/conv.0/conv.0.0/Conv: | |l | 4.963%
17/conv/conv.1l/conv.1.0/Conv: | - | 4.870%
3/conv/conv.1/conv.1.0/Conv: | |l | 4.655%
2/conv/conv.2/Conv: | - | 4.650%
4/conv/conv.0/conv.0.0/Conv: | - | 4.648%
1/conv/conv.1/Conv: I R | 4.318%
9/conv/conv.0/conv.0.0/Conv: | - | 3.849%
6/conv/conv.0/conv.0.0/Conv: | - | 3.712%
4/conv/conv.1/conv.1.0/Conv: | |} | 3.394%
8/conv/conv.0/conv.0.0/Conv: | - | 3.391%
7/conv/conv.1l/conv.1.0/Conv: | - | 2.713%
2/conv/conv.1l/conv.1.0/Conv: | |} | 2.637%
2/conv/conv.0/conv.0.0/Conv: | - | 2.602%
5/conv/conv.0/conv.0.0/Conv: | l | 2.397%
3/conv/conv.0/conv.0.0/Conv: | l | 1.759%
1/conv/conv.0/conv.0.0/Conv: | | 0.433%
0/features.0.0/Conv: | | 0.119%

100

~.53/53 [08:27<00:00, 9.58s/it]

*

Layer | NOISE:SIGNAL POWER RATIO

/features/features.1l/conv/conv.1/Conv: | I | 096

/features/features.0/features.0.0/Conv: W ] ] | 0.844%

/features/features.2/conv/conv.1/conv.1.0/Conv: | | IIEIGzGIGNEG | 0.574%
Qi)
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/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.

3/conv/conv.1l/conv.1.0/Conv:

15/conv/conv.1/conv.1.0/Conv:

9/conv/conv.1/conv.1.0/Conv:

17/conv/conv.1/conv.1.0/Conv:

4/conv/conv.1l/conv.1.0/Conv:

11/conv/conv.1/conv.1.0/Conv:
12/conv/conv.1/conv.1.0/Conv:
16/conv/conv.1/conv.1.0/Conv:

14/conv/conv.2/Conv:

13/conv/conv.1/conv.1.0/Conv:

6/conv/conv
8/conv/conv
5/conv/conv
3/conv/conv

.1/conv.1.0/Conv:
.1/conv.1.0/Conv:
.1/conv.1.0/Conv:
.2/Conv:

16/conv/conv.2/Conv:

13/conv/conv.0/conv.0.0/Conv:

7/conv/conv.2/Conv:
15/conv/conv.2/Conv:
4/conv/conv.2/Conv:
11/conv/conv.2/Conv:

/classifier/classifier.1/Gemm:

/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.
/features/features.

13/conv/conv.2/Conv:
2/conv/conv.0/conv.0.0/Conv:

10/conv/conv.1/conv.1.0/Conv:
17/conv/conv.0/conv.0.0/Conv:

2/conv/conv.2/Conv:
4/conv/conv.0/conv.0.0/Conv:
17/conv/conv.2/Conv:

14/conv/conv.0/conv.0.0/Conv:
16/conv/conv.0/conv.0.0/Conv:

10/conv/conv.2/Conv:

11/conv/conv.0/conv.0.0/Conv:

9/conv/conv.2/Conv:

14/conv/conv.1/conv.1.0/Conv:

7/conv/conv.1l/conv.1.0/Conv:
5/conv/conv.2/Conv:
8/conv/conv.2/Conv:
12/conv/conv.2/Conv:

1/conv/conv
6/conv/conv
7/conv/conv
3/conv/conv

12/conv/conv.0/conv.0.0/Conv:
15/conv/conv.0/conv.0.0/Conv:

5/conv/conv
6/conv/conv
9/conv/conv
18/features

10/conv/conv.0/conv.0.0/Conv:

8/conv/conv

* Prec@l 69.550 Prec@5 88.450%*

.0/conv.0.0/Conv:
.2/Conv:

.0/conv.0.0/Conv:
.0/conv.0.0/Conv:

.0/conv.0.0/Conv:
.0/conv.0.0/Conv:
.0/conv.0.0/Conv:
.18.0/Conv:

.0/conv.0.0/Conv:

el eolNeoloNeololNoBololoBoNeoBoNoBoNoNoBoNoBoNoBoNoNoBoNeoBoNoBoNoNoNoNo o oo oo oo o NeoBo oo oo oo e

HALTRZE S

P2 iR Z R K ZE R 16 8k 5, PTPAER BB a5 Bl 3 T, SALJE 1Y topl HERFN
69.550%, F0 float FiZL G UERMR (71.878%) ELIKIEIT . AR TU )5 —/2 /classifier/classifier.
1/Gemm [ EiTRZE R 9.117%.,
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JEA 4 A

Z 7 ¥EAETS S Data-Free Quantization Through Weight Equalization and Bias Correction HH4i Hi . i B 1t 5 ¥

B, 2226 MobilenetV2 #5570 v 5 3 1) ReLU6 #:4:°f ReLU.,
b

import torch.nn as nn
def convert_relu6_to_relu(model):
for child_name, child in model.named_children{() :
if isinstance (child, nn.ReLU06) :
setattr (model, child_name, nn.ReLU())
else:
convert_relu6_to_relu(child)
return model

# ¥ ReLU6 % # # ReLU

model = convert_relu6_to_relu(model)

# R E B

quant_setting = QuantizationSettingFactory.espdl_setting()
quant_setting.equalization = True

quant_setting.equalization_setting.iterations = 4
quant_setting.equalization_setting.value_threshold = .4
quant_setting.equalization_setting.opt_level = 2

quant_setting.equalization_setting.interested_layers = None

HALER
Layer | NOISE:SIGNAL POWER RATIO
/features/features.16/conv/conv.2/Conv: I T | 34 .497%
/features/features.15/conv/conv.2/Conv: o [ [ ]] | 30.813%
/features/features.14/conv/conv.2/Conv: | ] ] | 25.876%
/features/features.17/conv/conv.0/conv.0.0/Conv: | | EENNNEEEEEEEN | 24.498%
/features/features.17/conv/conv.2/Conv: | I | 20.290%
/features/features.13/conv/conv.2/Conv: . @@ | | 20.177%
/features/features.16/conv/conv.0/conv.0.0/Conv: | | IINGTzNNGEG | 19.993%
/features/features.18/features.18.0/Conv: | I | 19.536%
/features/features.16/conv/conv.1/conv.1.0/Conv: | | III5IGIGIG:GNEG | 17.879%
/features/features.12/conv/conv.2/Conv: | I | 17.150%
/features/features.15/conv/conv.0/conv.0.0/Conv: | |5IEGzG | 15.970%
/features/features.15/conv/conv.1/conv.1.0/Conv: | | IIE5IGIGNG | 15.254%
/features/features.1/conv/conv.1/Conv: | T | 15.122%
/features/features.10/conv/conv.2/Conv: | I | 14.917%
/features/features.6/conv/conv.2/Conv: I | 13.446%
/features/features.11/conv/conv.2/Conv: | I | 12.533%
/features/features.9/conv/conv.2/Conv: | | 11.479%
/features/features.14/conv/conv.1/conv.1.0/Conv: | [N | 11.470%
/features/features.5/conv/conv.2/Conv: | I | 10.669%
/features/features.3/conv/conv.2/Conv: | | 10.526%
/features/features.14/conv/conv.0/conv.0.0/Conv: | |GGG | 9.529%
/features/features.7/conv/conv.2/Conv: | I | 9.500%
/classifier/classifier.1/Gemm: | | 8.965%
/features/features.4/conv/conv.2/Conv: I | 8.674%
/features/features.12/conv/conv.1/conv.1.0/Conv: | | I | 8.349%
/features/features.13/conv/conv.1/conv.1.0/Conv: | | IR | 8.068%
/features/features.8/conv/conv.2/Conv: I | 7.961%
/features/features.13/conv/conv.0/conv.0.0/Conv: | - | 7.451%
/features/features.10/conv/conv.1/conv.1.0/Conv: | I | 6.714%
/features/features.9/conv/conv.1/conv.1.0/Conv: | - | 6.399%
/features/features.8/conv/conv.1/conv.1.0/Conv: | | | 6.369%
/features/features.11/conv/conv.1/conv.1.0/Conv: | [l | 6.222%
/features/features.2/conv/conv.2/Conv: | - | 5.867%
/features/features.5/conv/conv.1l/conv.1.0/Conv: | - | 5.719%
Q)
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(& b))

/features/features.12/conv/conv.0/conv.0.0/Conv: | |l | 5.546%
/features/features.6/conv/conv.1/conv.1.0/Conv: | - | 5.414%
/features/features.10/conv/conv.0/conv.0.0/Conv: | - | 5.093%
/features/features.17/conv/conv.1/conv.1.0/Conv: | - | 4.951%
/features/features.11/conv/conv.0/conv.0.0/Conv: | - | 4.941%
/features/features.2/conv/conv.1l/conv.1.0/Conv: | - | 4.825%
/features/features.7/conv/conv.0/conv.0.0/Conv: | [} | 4.330%
/features/features.2/conv/conv.0/conv.0.0/Conv: | [} | 4.299%
/features/features.3/conv/conv.1l/conv.1.0/Conv: | - | 4.283%
/features/features.4/conv/conv.0/conv.0.0/Conv: | . | 3.477%
/features/features.4/conv/conv.1/conv.1.0/Conv: | - | 3.287%
/features/features.8/conv/conv.0/conv.0.0/Conv: | - | 2.787%
/features/features.9/conv/conv.0/conv.0.0/Conv: | . | 2.774%
/features/features.6/conv/conv.0/conv.0.0/Conv: | - | 2.705%
/features/features.7/conv/conv.1/conv.1.0/Conv: | - | 2.636%
/features/features.5/conv/conv.0/conv.0.0/Conv: | | | 1.846%
/features/features.3/conv/conv.0/conv.0.0/Conv: | l | 1.170%
/features/features.1l/conv/conv.0/conv.0.0/Conv: | | 0.389%
/features/features.0/features.0.0/Conv: | | 0.025%
Analysing Layerwise quantization error:: 100% | 53/53 [07:46<00:00, 8
—80s/1it]

Layer | NOISE:SIGNAL POWER RATIO
/features/features.1/conv/conv.0/conv.0.0/Conv: | [ INNINEENEEEEEENEEE @ 0.059
/features/features.0/features.0.0/Conv: I T | 0.845%
/features/features.16/conv/conv.2/Conv: | I | 0.238%
/features/features.17/conv/conv.2/Conv: | | 0.202%
/features/features.14/conv/conv.2/Conv: N | | 0.198%
/features/features.1l/conv/conv.1/Conv: | - | 0.192%
/features/features.15/conv/conv.2/Conv: o | | 0.145%
/features/features.4/conv/conv.2/Conv: | - | 0.120%
/features/features.2/conv/conv.2/Conv: | - | 0.111%
/features/features.2/conv/conv.1/conv.1.0/Conv: N | | 0.079%
/classifier/classifier.1/Gemm: | l | 0.062%
/features/features.13/conv/conv.2/Conv: i | | 0.050%
/features/features.3/conv/conv.2/Conv: N | | 0.050%
/features/features.12/conv/conv.2/Conv: | l | 0.050%
/features/features.5/conv/conv.1l/conv.1.0/Conv: | l | 0.047%
/features/features.3/conv/conv.1l/conv.1.0/Conv: N | | 0.046%
/features/features.7/conv/conv.2/Conv: | l | 0.045%
/features/features.5/conv/conv.2/Conv: i | | 0.030%
/features/features.11l/conv/conv.2/Conv: i | | 0.028%
/features/features.6/conv/conv.2/Conv: | l | 0.027%
/features/features.6/conv/conv.1/conv.1.0/Conv: | || | 0.026%
/features/features.4/conv/conv.0/conv.0.0/Conv: | | 0.025%
/features/features.15/conv/conv.1/conv.1.0/Conv: | | 0.023%
/features/features.8/conv/conv.1l/conv.1.0/Conv: | | 0.021%
/features/features.10/conv/conv.2/Conv: | | 0.020%
/features/features.11/conv/conv.1/conv.1.0/Conv: | | 0.020%
/features/features.16/conv/conv.1/conv.1.0/Conv: | | 0.017%
/features/features.14/conv/conv.0/conv.0.0/Conv: | | 0.016%
/features/features.4/conv/conv.1l/conv.1.0/Conv: | | 0.012%
/features/features.13/conv/conv.1/conv.1.0/Conv: | | 0.012%
/features/features.13/conv/conv.0/conv.0.0/Conv: | | 0.012%
/features/features.12/conv/conv.1/conv.1.0/Conv: | | 0.012%
/features/features.17/conv/conv.0/conv.0.0/Conv: | | 0.011%
/features/features.12/conv/conv.0/conv.0.0/Conv: | | 0.011%
/features/features.2/conv/conv.0/conv.0.0/Conv: | | 0.010%
/features/features.9/conv/conv.2/Conv: | | 0.008%
/features/features.8/conv/conv.2/Conv: | | 0.008%
/features/features.10/conv/conv.1/conv.1.0/Conv: | | 0.008%
/features/features.16/conv/conv.0/conv.0.0/Conv: | | 0.008%

Qi)

Espressif Systems

29

Release v3.2.2-3-gdd0797170c

Submit Document Feedback



https://www.espressif.com/zh-hans/company/documents/documentation_feedback?docId=&sections=&version=Release v3.2.2-3-gdd0797170c%20for 

Chapter 3. Tutorials
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/features/features.7/conv/conv.0/conv.0.0/Conv: | | 0.008%
/features/features.10/conv/conv.0/conv.0.0/Conv: | | 0.006%
/features/features.15/conv/conv.0/conv.0.0/Conv: | | 0.005%
/features/features.3/conv/conv.0/conv.0.0/Conv: | | 0.004%
/features/features.11/conv/conv.0/conv.0.0/Conv: | | 0.004%
/features/features.18/features.18.0/Conv: | | 0.003%
/features/features.5/conv/conv.0/conv.0.0/Conv: | | 0.003%
/features/features.9/conv/conv.1/conv.1.0/Conv: | | 0.003%
/features/features.6/conv/conv.0/conv.0.0/Conv: | | 0.003%
/features/features.7/conv/conv.1/conv.1.0/Conv: | | 0.003%
/features/features.17/conv/conv.1/conv.1.0/Conv: | | 0.002%
/features/features.14/conv/conv.1l/conv.1.0/Conv: | | 0.002%
/features/features.8/conv/conv.0/conv.0.0/Conv: | | 0.001%
/features/features.9/conv/conv.0/conv.0.0/Conv: | | 0.001%

* Prec@1 69.800 Prec@5 88.550

bR IE 5 B

R RN 8bit H ALY TR A B TR AR R . AR5 —)Z /classifier/classifier.1/
Gemm [ BBURZE R 8.965% . HAVJEY topl HERF N 69.800%, Fi float %Y1 HERA 2 (71.878%) Bl
1T, IR AR RE ALY B AR BT

i R R IGE R ZE, W PAZSI ] QAT (Auantization Aware Training). HAKTEiHS %
PPQ QAT example,

3.5.3  BEEIE

275 73l
Pel 553 JIE S

e dl_cls_base.hpp
e dl_cls_base.cpp

Hij kP
ImagePreprocessor RHEf2E T4 HIX KL BT PRAAE , f036 color conversion, crop, resize,
normalization, quantize,

* dl_image_preprocessor.hpp
¢ dl_image_preprocessor.cpp

Jr Ak B

* dl_cls_postprocessor.hpp
e dI_cls_postprocessor.cpp
¢ imagenet_cls_postprocessor.hpp
* imagenet_cls_postprocessor.cpp
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https://github.com/OpenPPL/ppq/blob/master/ppq/samples/TensorRT/Example_QAT.py
https://github.com/espressif/esp-dl/tree/dd07971/examples/mobilenetv2_cls
https://github.com/espressif/esp-dl/blob/dd07971/esp-dl/vision/classification/dl_cls_base.hpp
https://github.com/espressif/esp-dl/blob/dd07971/esp-dl/vision/classification/dl_cls_base.cpp
https://github.com/espressif/esp-dl/blob/dd07971/esp-dl/vision/image/dl_image_preprocessor.hpp
https://github.com/espressif/esp-dl/blob/dd07971/esp-dl/vision/image/dl_image_preprocessor.cpp
https://github.com/espressif/esp-dl/blob/dd07971/esp-dl/vision/classification/dl_cls_postprocessor.hpp
https://github.com/espressif/esp-dl/blob/dd07971/esp-dl/vision/classification/dl_cls_postprocessor.cpp
https://github.com/espressif/esp-dl/blob/dd07971/esp-dl/vision/classification/imagenet_cls_postprocessor.hpp
https://github.com/espressif/esp-dl/blob/dd07971/esp-dl/vision/classification/imagenet_cls_postprocessor.cpp
https://www.espressif.com/zh-hans/company/documents/documentation_feedback?docId=&sections=&version=Release v3.2.2-3-gdd0797170c%20for 

Chapter 3. Tutorials

TEAERE T, FAI L ESP-PPQ X Flilll 251 YOLOI In B AT HEAk , FFf81 /1] ESP-DL i3 &
fEJ5 YOLO In A7,

o« BE&IIE
o B
— FAD| AR
- RS R
— 8bit ZiINFLH w18
- REHE + FTHoR=K

B AR im) A R
- ATz
- EAFE

3.6.1 kR T
1. %% ESP_IDF
2. Z ¥ ESP_PPQ

3.6.2 BiRIHEAL

PNy

YRA]PAM Ultralytics release T # T i)ll 25 yolol In 5%,

H i ESP-PPQ 3} ONNX. PyTorch, TensorFlow #5%!, ¥E k2, PyTorch Fl TensorFlow £ 5g44 1k,

S ONNX #i , [H IR 5 112509 yolol In 54k i, ONNX 54

BokUL, %A export_onnx.py RiFiil|Z:f) yolol In ALEYFEH A ONNX R

TEZMA Y, FRATEZL T Detect 251 forward J7¥%, HA AT
o MR HE . 5IEIRE yolol In FLAUAH L, K54S 2 b Detect B 5 fftht i1 FEAE AH ¢ 1) ¥4
2 JG AL PRI S A, AT B 0 THEBRAEIR . — 5|, Conv, Transpose, Slice, Split fll
Concat #EEERLS B E TR B AR . 55—, TEEPRM B, BB A & e Jeiat
TTEAGRENE, SRG TR AHE, XM T A, AR T B R .
o B EAIRZE . ESP-PPQ H1[f) Concat fil Add #ERH TG R, AT EIRZE, BT
box FI score [H{E 2= F8 K, BN TESE AR A ZHH, MARPHEE—E. KL, BT Add
Ml sub I ARVEEIZ 2B, HHXITTEWEE T4 b #ttT, hapiaEit.

B Bodladk

R R A T ZEANB Ay Ao — B, Rl AT REAE s B2 AR BT AT RES 00, DASE S 4 b B AR 2R
AoRBi, FAVEE A HESE N calib_yolol1n .

8bit B IAMLFL 1k
LiA> A

target="esp32p4"

num_of_ bits=8

batch_size=32

quant_setting = QuantizationSettingFactory.espdl_setting() # default setting

HALAR
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https://dl.espressif.com/public/calib_yolo11n.zip
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Layer
/model
/model

/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model .
/model .
/model.

/model

/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model.

.10/m/m.
.10/m/m.
23/cv3.
23/cv2.
23/cv3.

0/ffn/ffn.1/conv/Conv:
0/attn/proj/conv/Conv:
2/cv3.2.
2/cv2.2.
2/cv3.2.
23/cv2.2/cv2.2.1/conv/Conv:
23/cv3.2/cv3.2.0/cv3
22/m.0/cv2/conv/Conv:
23/cv3.0/cv3.0.1/cv3
22/m.0/cv3/conv/Conv:
23/cv3.1/cv3.1.1/cv3
22/m.0/m/m.1/cv2/conv/Conv:
22/cv2/conv/Conv:
23/cv2.1/cv2.1.1/conv/Conv:
8/m.0/cv2/conv/Conv:
23/cv2.0/cv2.0.1/conv/Conv:
10/m/m.0/attn/gkv/conv/Conv:
10/m/m.0/attn/pe/conv/Conv:
23/cv2.1/cv2.1.0/conv/Conv:
22/cvl/conv/Conv:
10/m/m.0/attn/MatMul_1:
10/cvl/conv/Conv:

0/conv/Conv:

19/m.0/cv2/conv/Conv:
22/m.0/m/m.0/cv2/conv/Conv:
20/conv/Conv:
13/m.0/cv2/conv/Conv:

23/cv2.2/cv2.2.2/Conv:
10/cv2/conv/Conv:
8/cv2/conv/Conv:
8/m.0/cvl/conv/Conv:
19/cv2/conv/Conv:
22/m.0/m/m.0/cvl/conv/Conv:

8/cvl/conv/Conv:
8/m.0/cv3/conv/Conv:
6/m.0/cv2/conv/Conv:
22/m.0/m/m.1/cvl/conv/Conv:
13/cv2/conv/Conv:
8/m.0/m/m.0/cvl/conv/Conv:
8/m.0/m/m.0/cv2/conv/Conv:
19/cvl/conv/Conv:
10/m/m.0/attn/MatMul:
8/m.0/m/m.1/cvl/conv/Conv:
13/cvl/conv/Conv:
19/m.0/cvl/conv/Conv:
22/m.0/cvl/conv/Conv:
13/m.0/cvl/conv/Conv:
8/m.0/m/m.1/cv2/conv/Conv:
23/cv2.0/cv2.0.0/conv/Conv:
23/cv2.1/cv2.1.2/Conv:
.23/cv2.0/cv2.0.2/Conv:
23/cv3.1/cv3.1
17/conv/Conv:
16/m.0/cv2/conv/Conv:
6/cv2/conv/Conv:
6/m.0/cv3/conv/Conv:
6/cvl/conv/Conv:
7/conv/Conv:
9/cv2/conv/Conv:

0/cv3.2.0.0/conv/Conv:

1/cv3.2.1.1/conv/Conv:

.2.0.1/conv/Conv:

.0.1.1/conv/Conv:

.1.1.1/conv/Conv:

23/cv3.1/cv3.1.0/cv3.1.0.1/conv/Conv:

23/cv3.2/cv3.2.1/cv3.2.1.0/conv/Conv:

23/cv3.0/¢cv3.0.0/cv3.0.0.1/conv/Conv:

.1/cv3.1.1.0/conv/Conv:

NOISE:SIGNAL POWER RATIO

36
28

22.
21.

21

21.
21.
19.
19.
19.
18.
18.
18.

17

16.
15.
14.
14.

14

13.
13.
13.

11
11
11
10
10
10
10

NeJ

(6 BNC; IE, NG BN G, NG o) Mo ) Wie) KO ) MR EEE N AIEN IEEUEN RN Bl ¢ o B ol @ e B¢ o B @ e I ¢ BN INe Bl Ve ENo BNc BNe BN}

.008%
.705%
865%
718%
.624%
392%
224%
763%
436%
378%
913%
645%
628%
.980%
247%
602%
666%
556%
.302%
921%
905%
494%
.800%
.515%
.286%
.930%
.882%
.692%
.113%

.720%
.598%
.470%
.314%
.068%
.065%
.051%
.044%
.811%
.781%
.687%
.503%
.470%
.199%
L117%
.964%
.734%
.661%
.490%
.162%
.145%
.041%
.917%
.178%
.641%
.125%
.937%
.838%
.832%
.688%
.612%
.367%
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(& b))
/model.10/m/m.0/ffn/ffn.0/conv/Conv: | | 5.158%
/model.6/m.0/m/m.0/cvl/conv/Conv: | | 5.143%
/model.16/m.0/cvl/conv/Conv: | - | 5.137%
/model.23/cv3.1/cv3.1.0/cv3.1.0.0/conv/Conv: | [l | 5.087%
/model.16/cv2/conv/Conv: | - | 4.989%
/model.2/cv2/conv/Conv: | - | 4.547%
/model.6/m.0/m/m.0/cv2/conv/Conv: | | 4.441%
/model.23/cv3.0/cv3.0.1/cv3.0.1.0/conv/Conv: | | 4.343%
/model.3/conv/Conv: | - | 4.304%
/model.6/m.0/m/m.1/cvl/conv/Conv: | - | 4.006%
/model.5/conv/Conv: | - | 3.932%
/model.6/m.0/cvl/conv/Conv: | - | 3.837%
/model.4/cvl/conv/Conv: | - | 3.687%
/model.2/cvl/conv/Conv: | | 3.565%
/model.4/cv2/conv/Conv: | - | 3.559%
/model.16/cvl/conv/Conv: | | 3.107%
/model.2/m.0/cv2/conv/Conv: | | 2.882%
/model.6/m.0/m/m.1/cv2/conv/Conv: | l | 2.758%
/model.4/m.0/cvl/conv/Conv: N | | 2.564%
/model.9/cvl/conv/Conv: N | | 2.017%
/model.4/m.0/cv2/conv/Conv: | l | 1.785%
/model.23/cv3.0/cv3.0.0/cv3.0.0.0/conv/Conv: | [ | 1.327%
/model.1l/conv/Conv: | l | 1.313%
/model.23/cv3.2/cv3.2.2/Conv: | l | 1.155%
/model.2/m.0/cvl/conv/Conv: | | 0.727%
/model.23/cv3.1/cv3.1.2/Conv: | | 0.493%
/model.23/cv3.0/cv3.0.2/Conv: | | 0.282%
/model.0/conv/Conv: | | 0.159%
Analysing Layerwise quantization error:: 100% | NI 3°/89° [03:39<00:00, 2.
—46s/1it]
Layer | NOISE:SIGNAL POWER RATIO
/model.1l/conv/Conv: I I | 03843
/model.22/cvl/conv/Conv: m ] | 0.247%
/model.4/cv2/conv/Conv: . @ 0 ] | 0.233%
/model.2/cv2/conv/Conv: . @ ] | 0.201%
/model.0/conv/Conv: . @ ] | 0.192%
/model.9/cv2/conv/Conv: . @ | | 0.156%
/model.10/cvl/conv/Conv: | @ ] | 0.132%
/model.3/conv/Conv: I | 0.108%
/model.4/cvl/conv/Conv: | - | 0.074%
/model.16/cvl/conv/Conv: | - | 0.066%
/model.2/cvl/conv/Conv: | R | 0.060%
/model.23/cv2.0/cv2.0.0/conv/Conv: | | 0.052%
/model.2/m.0/cvl/conv/Conv: | - | 0.044%
/model.6/cvl/conv/Conv: | | 0.033%
/model.10/m/m.0/attn/pe/conv/Conv: | | 0.029%
/model.2/m.0/cv2/conv/Conv: | l | 0.028%
/model.22/m.0/m/m.0/cvl/conv/Conv: N | | 0.023%
/model.1l6/cv2/conv/Conv: N | | 0.021%
/model.16/m.0/cv2/conv/Conv: | l | 0.020%
/model.19/m.0/cvl/conv/Conv: N | | 0.020%
/model.4/m.0/cvl/conv/Conv: N | | 0.018%
/model.19/cv2/conv/Conv: | l | 0.017%
/model.4/m.0/cv2/conv/Conv: N | | 0.016%
/model.10/m/m.0/attn/gkv/conv/Conv: N | | 0.016%
/model.19/cvl/conv/Conv: | l | 0.015%
/model.13/cv2/conv/Conv: N | | 0.015%
/model.8/cvl/conv/Conv: N | | 0.013%
/model.23/cv2.1/cv2.1.0/conv/Conv: | l | 0.013%
/model.23/cv2.2/cv2.2.1/conv/Conv: N | | 0.012%
/model.13/cvl/conv/Conv: | l | 0.012%
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/model .
/model.
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/model.
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/model .
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.
/model .
/model .
/model.

10/cv2/conv/Conv:
13/m.0/cvl/conv/Conv:
6/cv2/conv/Conv:
13/m.0/cv2/conv/Conv:
5/conv/Conv:
19/m.0/cv2/conv/Conv:
6/m.0/m/m.1/cvl/conv/Conv:

23/cv3.0/cv3.0.0/cv3.0.0.1/conv/Conv:

23/cv2.2/cv2.2.0/conv/Conv:
23/cv2.1/cv2.1.1/conv/Conv:
9/cvl/conv/Conv:
23/cv2.0/cv2.0.1/conv/Conv:
16/m.0/cvl/conv/Conv:
17/conv/Conv:

23/cv3.1/cv3.1.1/cv3.1.1.0/conv/Conv:

10/m/m.0/ffn/ffn.1/conv/Conv:
23/cv2.0/cv2.0.2/Conv:
8/m.0/cvl/conv/Conv:
23/cv2.2/cv2.2.2/Conv:
23/cv2.1/cv2.1.2/Conv:
22/m.0/cv3/conv/Conv:

23/cv3.1/cv3.1.0/cv3.1.0.1/conv/Conv:

7/conv/Conv:

8/cv2/conv/Conv:
22/cv2/conv/Conv:
6/m.0/cv3/conv/Conv:
10/m/m.0/ffn/ffn.0/conv/Conv:
8/m.0/m/m.1/cv2/conv/Conv:
22/m.0/m/m.1/cvl/conv/Conv:
8/m.0/m/m.1/cvl/conv/Conv:

23/cv3.1/cv3.1.1/cv3.1.1.1/conv/Conv:

10/m/m.0/attn/proj/conv/Conv:
22/m.0/m/m.0/cv2/conv/Conv:
22/m.0/cvl/conv/Conv:
8/m.0/cv3/conv/Conv:
6/m.0/m/m.0/cvl/conv/Conv:

23/cv3.0/cv3.0.0/cv3.0.0.0/conv/Conv:
23/cv3.2/cv3.2.1/cv3.2.1.0/conv/Conv:

6/m.0/m/m.1/cv2/conv/Conv:
8/m.0/m/m.0/cv2/conv/Conv:

23/cv3.2/cv3.2.1/cv3.2.1.1/conv/Conv:

10/m/m.0/attn/MatMul_1:
22/m.0/m/m.1/cv2/conv/Conv:
6/m.0/m/m.0/cv2/conv/Conv:

23/cv3.0/cv3.0.1/cv3.0.1.0/conv/Conv:

8/m.0/m/m.0/cvl/conv/Conv:

23/cv3.2/cv3.2.0/cv3.2.0.1/conv/Conv:
23/cv3.0/cv3.0.1/cv3.0.1.1/conv/Conv:

6/m.0/cvl/conv/Conv:
23/cv3.2/cv3.2.2/Conv:
20/conv/Conv:
23/cv3.1/cv3.1.2/Conv:

23/cv3.2/cv3.2.0/cv3.2.0.0/conv/Conv:

6/m.0/cv2/conv/Conv:
23/cv3.0/cv3.0.2/Conv:
10/m/m.0/attn/MatMul:

23/cv3.1/cv3.1.0/cv3.1.0.0/conv/Conv:

8/m.0/cv2/conv/Conv:
22/m.0/cv2/conv/Conv:

.011%
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.011%
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.009%
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.008%
.008%
.008%
.007%
.007%
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.007%
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.005%
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HEHFERAT, BEEHEAFE COCO val2017 i) mAP50:95 {4 30.7%, (KTIFAEAL, fAfE—Em
RERER 2K -
+ FiliRZ (Graphwise Error)
R @ WO 2 & /model.23/cv3.2/cv3.2.2/Conv, /model.23/cv2.2/cv2.2.2/Conv,
/model.23/cv3.1/cv3.1.2/Conv, /model.23/cv2.1/cv2.1.2/Conv, /model.23/cv3.0/cv3.0.2/Conv
Fl /model.23/cv2.0/cv2.0.2/Conv, FRITiRZE 4514 1.155%, 10.113%, 0.493%, 6.917%,
0.282% Fl 6.778% . if# , WIARKHZEMRITRZE/NT 10%, W EABTARE B K8
7N
o B2 (Layerwise error)
MEBEREER I, A ERIRZESIRT 1%, XRFTAZ R EARZER A

FATEEER], BRITA RN B ZRZERMN, HR—RER R THRZEAR K. XA fES yolol In AT
7MY CSP 4547 ¢, M Concat o Add 2 AT BERA AR B 0 sRE . ATl PARERR
int16 XML P TRAL, R ME TR RARCR . AXREMER, WESHRAGRE + BT
AR AL

RATHIE + 57 or 8t
AL

from esp_ppqg.api import get_target_platform
target="esp32p4"

num_of_bits=8

batch_size=32

# Quantize the following layers with 16-bits

quant_setting = QuantizationSettingFactory.espdl_setting()
quant_setting.dispatching_table.append("/model.2/cv2/conv/Conv", get_target_
—platform (TARGET, 16))
quant_setting.dispatching_table.append("/model.3/conv/Conv", get_target_
—platform (TARGET, 16))

quant_setting.dispatching_table.append (" /model.4/cv2/conv/Conv", get_target_
—platform (TARGET, 16))

# Horizontal Layer Split Pass
quant_setting.weight_split = True
quant_setting.weight_split_setting.method = 'balance'
quant_setting.weight_split_setting.value_threshold = 1.5
quant_setting.weight_split_setting.interested_layers = [
—model.l/conv/Conv']

'/model.0/conv/Conv', '/

HEGUR
Layer | NOISE:SIGNAL POWER RATIO
/model.10/m/m.0/ffn/ffn.1/conv/Conv: I I | 0:.835%
/model.10/m/m.0/attn/proj/conv/Conv: | I | 18.632%
/model.23/cv2.2/cv2.2.1/conv/Conv: W ] | 17.908%
/model.23/cv3.2/cv3.2.0/cv3.2.0.0/conv/Conv: | | HIENINEEEEEEE | 16.922%
/model.23/cv2.2/cv2.2.0/conv/Conv: . @ | | 16.754%
/model.22/m.0/cv3/conv/Conv: . @ 0 ] | 15.404%
/model.23/cv3.2/cv3.2.0/cv3.2.0.1/conv/Conv: | |GGG | 15.042%
/model.23/cv3.0/cv3.0.1/cv3.0.1.1/conv/Conv: | | HIIENENEEEEE | 14.948%
/model.22/m.0/m/m.1/cv2/conv/Conv: N @ ] | 14.702%
/model.23/cv3.2/cv3.2.1/cv3.2.1.1/conv/Conv: | | IININEEER | 13.683%
/model.22/cv2/conv/Conv: W @ ] | 13.654%
/model.22/m.0/cv2/conv/Conv: W @ 0 ] | 13.514%
/model.23/cv3.1/cv3.1.1/cv3.1.1.1/conv/Conv: | |HIEENEGEGIGNGENEG | 12.885%
/model.23/cv2.1/cv2.1.1/conv/Conv: I | 10.865%
/model.23/cv2.0/cv2.0.1/conv/Conv: I I | 9.875%
/model.23/cv2.1/cv2.1.0/conv/Conv: I | 9.658%
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/model.22/cvl/conv/Conv: | @ ] | 8.917%
/model.10/m/m.0/attn/MatMul_1: | @ ] | 8.368%
/model.23/cv2.2/cv2.2.2/Conv: . @ ] | 8.156%
/model.22/m.0/m/m.0/cv2/conv/Conv: I I | 8.056%
/model.10/m/m.0/attn/gkv/conv/Conv: I | 7.948%
/model.23/cv3.1/cv3.1.0/cv3.1.0.1/conv/Conv: | | IR | 7.824%
/model.13/m.0/cv2/conv/Conv: I I | 7.504%
/model.19/m.0/cv2/conv/Conv: I | 7.290%
/model.20/conv/Conv: I | 6.986%
/model.10/m/m.0/attn/pe/conv/Conv: I | 6.926%
/model.23/cv3.0/cv3.0.0/cv3.0.0.1/conv/Conv: | | | 6.771%
/model.23/cv3.2/cv3.2.1/cv3.2.1.0/conv/Conv: | | IR | 6.756%
/model.22/m.0/m/m.1/cvl/conv/Conv: I | 6.465%
/model.22/m.0/m/m.0/cvl/conv/Conv: ] | 6.274%
/model.19/cv2/conv/Conv: N ] | 6.116%
/model.10/cvl/conv/Conv: I | 5.868%
/model.13/cv2/conv/Conv: ] | 5.815%
/model.10/cv2/conv/Conv: | - | 5.664%
/model.19/cvl/conv/Conv: | - | 5.178%
/model.8/m.0/cv2/conv/Conv: ] | 4.970%
/model.19/m.0/cvl/conv/Conv: | - | 4.919%
/model.23/cv3.1/cv3.1.1/cv3.1.1.0/conv/Conv: | | | 4.864%
/model.22/m.0/cvl/conv/Conv: I R | 4.844%
/model.10/m/m.0/attn/MatMul: I R | 4.650%
/model.13/cvl/conv/Conv: I R | 4.564%
/model.23/cv2.0/cv2.0.0/conv/Conv: | | 4.389%
/model.13/m.0/cvl/conv/Conv: | - | 4.243%
/model.23/cv2.0/cv2.0.2/Conv: | | 4.232%
/model.23/cv2.1/cv2.1.2/Conv: | R | 4.222%
/model.6/m.0/cv2/conv/Conv: | R | 4.023%
/model.17/conv/Conv: | | 3.754%
/model.16/m.0/cv2/conv/Conv: N | | 3.511%
/model.8/m.0/cvl/conv/Conv: | R | 3.277%
/model.16/m.0/cvl/conv/Conv: | | 3.158%
/model.23/cv3.0/cv3.0.1/cv3.0.1.0/conv/Conv: | [ | 3.155%
/model.23/cv3.1/cv3.1.0/cv3.1.0.0/conv/Conv: | I} | 3.152%
/model.8/cv2/conv/Conv: | | 3.119%
/model.8/m.0/m/m.1/cvl/conv/Conv: | | 3.106%
/model.8/m.0/cv3/conv/Conv: | | 3.083%
/model.6/m.0/cv3/conv/Conv: | | 3.068%
/model.8/cvl/conv/Conv: | - | 3.035%
/model.16/cv2/conv/Conv: | | 3.002%
/model.2/cv2/conv/Conv: | - | 2.992%
/model.8/m.0/m/m.0/cv2/conv/Conv: | - | 2.971%
/model.6/cvl/conv/Conv: | | 2.819%
/model.8/m.0/m/m.0/cvl/conv/Conv: | | 2.809%
/model.10/m/m.0/ffn/ffn.0/conv/Conv: | - | 2.760%
/model.2/cvl/conv/Conv: | | 2.683%
/model.6/cv2/conv/Conv: | | 2.630%
/model.8/m.0/m/m.1/cv2/conv/Conv: | - | 2.615%
/model.9/cv2/conv/Conv: | | 2.540%
/model.3/conv/Conv: | | 2.503%
/model.2/m.0/cv2/conv/Conv: | - | 2.474%
/model.6/m.0/m/m.0/cvl/conv/Conv: | | 2.273%
/model.6/m.0/m/m.0/cv2/conv/Conv: | | 2.246%
/model.4/cv2/conv/Conv: | - | 2.141%
/model.7/conv/Conv: | | 2.120%
/model.6/m.0/m/m.1/cvl/conv/Conv: | | 2.069%
/model.5/conv/Conv: | - | 2.015%
/model.16/cvl/conv/Conv: N | | 1.894%
/model.4/cvl/conv/Conv: | l | 1.793%
Q)
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/model.4/m.0/cvl/conv/Conv: | l | 1.776%
/model.6/m.0/cvl/conv/Conv: N | | 1.731%
/model.6/m.0/m/m.1/cv2/conv/Conv: | l | 1.550%
/model.4/m.0/cv2/conv/Conv: | l | 1.257%
/model.23/cv3.0/cv3.0.0/cv3.0.0.0/conv/Conv: | [ | 0.886%
/model.1/conv/Conv: | l | 0.775%
/model.23/cv3.2/cv3.2.2/Conv: i | | 0.771%
PPQ_Operation_2: | | 0.696%
/model.9/cvl/conv/Conv: | | 0.695%
/model.2/m.0/cvl/conv/Conv: | | 0.534%
/model.23/cv3.1/cv3.1.2/Conv: | | 0.339%
/model.23/cv3.0/cv3.0.2/Conv: | | 0.190%
PPQ_Operation_0: | | 0.110%
/model.0/conv/Conv: | | 0.099%
Analysing Layerwise quantization error:: 100% || N °1/91 [(04:13<00:00, 2.
—79s/1it]
Layer | NOISE:SIGNAL POWER RATIO
/model.22/cvl/conv/Conv: I I | 0. 2443
/model.9/cv2/conv/Conv: . @ @ | | 0.156%
/model.10/cvl/conv/Conv: W @ 0 ] | 0.132%
/model.1l/conv/Conv: I | 0.077%
/model.4/cvl/conv/Conv: I | 0.074%
/model.16/cvl/conv/Conv: ] | 0.066%
/model.0/conv/Conv: N ] | 0.061%
/model.2/cvl/conv/Conv: I | 0.060%
/model.23/cv2.0/cv2.0.0/conv/Conv: I R | 0.052%
PPQ_Operation_0: N | | 0.047%
/model.2/m.0/cvl/conv/Conv: I R | 0.045%
/model.10/m/m.0/attn/pe/conv/Conv: | | 0.029%
/model.2/m.0/cv2/conv/Conv: N | | 0.029%
/model.10/m/m.0/attn/MatMul: | | 0.025%
/model.6/cvl/conv/Conv: N | | 0.025%
/model.22/m.0/m/m.0/cvl/conv/Conv: | | 0.023%
/model.16/cv2/conv/Conv: | | 0.021%
/model.16/m.0/cv2/conv/Conv: | | 0.020%
/model.19/m.0/cvl/conv/Conv: | | 0.020%
/model.4/m.0/cvl/conv/Conv: N | | 0.018%
/model.19/cv2/conv/Conv: N | | 0.017%
/model.4/m.0/cv2/conv/Conv: N | | 0.016%
/model.10/m/m.0/attn/gkv/conv/Conv: N | | 0.016%
/model.19/cvl/conv/Conv: | l | 0.015%
/model.13/cv2/conv/Conv: N | | 0.015%
/model.23/cv2.1/cv2.1.0/conv/Conv: N | | 0.013%
/model.23/cv2.2/cv2.2.1/conv/Conv: | l | 0.012%
/model.13/cvl/conv/Conv: N | | 0.012%
/model.6/cv2/conv/Conv: N | | 0.011%
/model.13/m.0/cvl/conv/Conv: | l | 0.011%
/model.8/cvl/conv/Conv: N | | 0.010%
/model.13/m.0/cv2/conv/Conv: N | | 0.010%
/model.5/conv/Conv: | l | 0.010%
/model.6/m.0/m/m.1/cvl/conv/Conv: N | | 0.009%
/model.23/cv3.0/cv3.0.0/cv3.0.0.1/conv/Conv: | [ | 0.008%
/model.23/cv2.2/cv2.2.0/conv/Conv: | l | 0.008%
/model.23/cv2.1/cv2.1.1/conv/Conv: N | | 0.008%
/model.19/m.0/cv2/conv/Conv: N | | 0.008%
/model.8/cv2/conv/Conv: | l | 0.008%
/model.9/cvl/conv/Conv: N | | 0.008%
/model.23/cv2.0/cv2.0.1/conv/Conv: N | | 0.007%
/model.16/m.0/cvl/conv/Conv: | l | 0.007%
/model.17/conv/Conv: N | | 0.007%
/model.23/cv3.1/cv3.1.1/cv3.1.1.0/conv/Conv: | [ | 0.007%
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/model.10/m/m.0/ffn/ffn.1/conv/Conv: N | | 0.007%
/model.22/m.0/cvl/conv/Conv: | | 0.006%
/model.10/cv2/conv/Conv: | | 0.006%
/model.23/cv2.0/cv2.0.2/Conv: | | 0.006%
/model.23/cv2.2/cv2.2.2/Conv: | | 0.005%
/model.23/cv2.1/cv2.1.2/Conv: | | 0.005%
/model.22/m.0/cv3/conv/Conv: | | 0.005%
/model.23/cv3.1/cv3.1.0/cv3.1.0.1/conv/Conv: | | 0.005%
/model.22/cv2/conv/Conv: | | 0.005%
/model.7/conv/Conv: | | 0.004%
/model.6/m.0/cv3/conv/Conv: | | 0.004%
/model.10/m/m.0/ffn/ffn.0/conv/Conv: | | 0.004%
/model.8/m.0/m/m.1/cv2/conv/Conv: | | 0.004%
/model.22/m.0/m/m.1/cvl/conv/Conv: | | 0.004%
/model.8/m.0/m/m.1/cvl/conv/Conv: | | 0.004%
/model.23/cv3.1/cv3.1.1/cv3.1.1.1/conv/Conv: | | 0.003%
/model.8/m.0/cvl/conv/Conv: | | 0.003%
/model.10/m/m.0/attn/proj/conv/Conv: | | 0.003%
/model.22/m.0/m/m.0/cv2/conv/Conv: | | 0.003%
PPQ_Operation_2: | | 0.003%
/model.8/m.0/cv3/conv/Conv: | | 0.003%
/model.6/m.0/m/m.0/cvl/conv/Conv: | | 0.003%
/model.23/cv3.2/cv3.2.1/cv3.2.1.0/conv/Conv: | | 0.002%
/model.6/m.0/m/m.1/cv2/conv/Conv: | | 0.002%
/model.8/m.0/m/m.0/cv2/conv/Conv: | | 0.002%
/model.23/cv3.0/cv3.0.0/cv3.0.0.0/conv/Conv: | | 0.002%
/model.23/cv3.2/cv3.2.1/cv3.2.1.1/conv/Conv: | | 0.002%
/model.10/m/m.0/attn/MatMul_1: | | 0.002%
/model.22/m.0/m/m.1/cv2/conv/Conv: | | 0.001%
/model.6/m.0/m/m.0/cv2/conv/Conv: | | 0.001%
/model.8/m.0/m/m.0/cvl/conv/Conv: | | 0.001%
/model.23/cv3.0/cv3.0.1/cv3.0.1.0/conv/Conv: | | 0.001%
/model.23/cv3.2/cv3.2.0/cv3.2.0.1/conv/Conv: | | 0.001%
/model.2/cv2/conv/Conv: | | 0.001%
/model.23/cv3.0/cv3.0.1/cv3.0.1.1/conv/Conv: | | 0.001%
/model.6/m.0/cvl/conv/Conv: | | 0.001%
/model.23/cv3.2/cv3.2.2/Conv: | | 0.001%
/model.20/conv/Conv: | | 0.001%
/model.23/cv3.1/cv3.1.2/Conv: | | 0.001%
/model.23/cv3.2/cv3.2.0/cv3.2.0.0/conv/Conv: | | 0.001%
/model.6/m.0/cv2/conv/Conv: | | 0.001%
/model.23/cv3.0/cv3.0.2/Conv: | | 0.000%
/model.23/cv3.1/cv3.1.0/cv3.1.0.0/conv/Conv: | | 0.000%
/model.8/m.0/cv2/conv/Conv: | | 0.000%
/model.22/m.0/cv2/conv/Conv: | | 0.000%
/model.3/conv/Conv: | | 0.000%
/model.4/cv2/conv/Conv: | | 0.000%

AR
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FE ALY By H JE/model.23/cv3.2/cv3.2.2/Conv, /model.23/cv2.2/cv2.2.2/Conv, /model.23/cv3.1/cv3.1.2/Conv,
/model.23/cv2.1/cv2.1.2/Conv, /model.23/cv3.0/cv3.0.2/Conv Fll/model.23/cv2.0/cv2.0.2/Conv [F TRz
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Layer | NOISE:SIGNAL POWER RATIO
/model.10/m/m.0/ffn/ffn.1/conv/Conv: ' | 0 . s37s
/model.10/m/m.0/attn/proj/conv/Conv: m | 23.397%
/model.10/m/m.0/attn/pe/conv/Conv: I | 15.253%
/model.23/cv3.1/cv3.1.1/cv3.1.1.1/conv/Conv: | |HIEENENEGENGGEE | 14.819%
/model.10/m/m.0/attn/MatMul_1: | | 14.725%
/model.23/cv3.0/cv3.0.1/cv3.0.1.1/conv/Conv: | [ EEENENEER | 14.315%
/model.23/cv3.2/cv3.2.0/cv3.2.0.1/conv/Conv: | | IIENEEIR | 14.212%
/model.23/cv3.2/cv3.2.1/cv3.2.1.1/conv/Conv: | |HIIEINIINER | 14.187%
/model.10/m/m.0/attn/gkv/conv/Conv: F | 13.797%
/model.23/cv2.2/cv2.2.0/conv/Conv: I N | 13.721%
/model.22/m.0/cv2/conv/Conv: | I | 13.540%
/model.23/cv3.2/cv3.2.0/cv3.2.0.0/conv/Conv: | | IENEEIR | 13.408%
/model.8/m.0/cv2/conv/Conv: I N | 12.809%
/model.22/m.0/cv3/conv/Conv: | I | 12.623%
/model.23/cv2.1/cv2.1.1/conv/Conv: I I | 12.472%
/model.23/cv2.1/cv2.1.0/conv/Conv: I | 12.177%
/model.22/m.0/m/m.1/cv2/conv/Conv: I | 11.719%
/model.23/cv2.2/cv2.2.1/conv/Conv: . @ | | 11.711%
/model.10/cvl/conv/Conv: I | 11.589%
/model.22/cv2/conv/Conv: | I | 11.551%
/model.23/cv2.0/cv2.0.1/conv/Conv: | I | 11.505%
/model.10/m/m.0/attn/MatMul : I | 11.346%
/model.22/cvl/conv/Conv: o @ | | 10.201%
/model.23/cv3.1/cv3.1.0/cv3.1.0.1/conv/Conv: | | | 9.710%
/model.13/m.0/cv2/conv/Conv: I | 9.538%
/model.20/conv/Conv: I I | 8.870%
/model.19/m.0/cv2/conv/Conv: . @ ] | 8.713%
/model.23/cv3.0/cv3.0.0/cv3.0.0.1/conv/Conv: | [N | 8.157%
/model.22/m.0/m/m.0/cv2/conv/Conv: I | 8.005%
/model.8/cv2/conv/Conv: ] | 7.952%
/model.8/m.0/cv1l/conv/Conv: N ] | 7.697%
/model.13/cv2/conv/Conv: | | | 7.557%
/model.19/cv2/conv/Conv: ] | 7.443%
/model.10/cv2/conv/Conv: N ] | 7.403%
/model.6/m.0/cv2/conv/Conv: I | 7.099%
/model.8/cvl/conv/Conv: ] | 6.996%
/model.19/cvl/conv/Conv: N ] | 6.912%
/model.8/m.0/m/m.0/cvl/conv/Conv: I | 6.908%
/model.8/m.0/cv3/conv/Conv: I R | 6.755%
/model.23/cv3.2/cv3.2.1/cv3.2.1.0/conv/Conv: | | | 6.746%
/model.8/m.0/m/m.0/cv2/conv/Conv: | - | 6.743%
/model.8/m.0/m/m.1/cvl/conv/Conv: I R | 6.638%
/model.13/cvl/conv/Conv: | - | 6.361%
/model.2/m.0/cv2/conv/Conv: | - | 6.274%
/model.13/m.0/cvl/conv/Conv: I R | 6.261%
/model.19/m.0/cvl/conv/Conv: | - | 6.191%
/model.22/m.0/m/m.0/cvl/conv/Conv: | - | 6.036%
/model.23/cv2.2/cv2.2.2/Conv: | | 5.999%
/model.22/m.0/m/m.1/cvl/conv/Conv: | - | 5.899%
/model.23/cv2.0/cv2.0.0/conv/Conv: I R | 5.618%
/model.8/m.0/m/m.1/cv2/conv/Conv: N | | 5.560%
/model.22/m.0/cvl/conv/Conv: | - | 5.336%
/model.16/m.0/cv2/conv/Conv: | - | 5.316%
/model.17/conv/Conv: | | 5.113%
/model.6/m.0/cv3/conv/Conv: | R | 5.103%
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/model.16/m.0/cvl/conv/Conv: | - | 5.101%
/model.23/cv3.1/cv3.1.1/cv3.1.1.0/conv/Conv: | - | 5.052%
/model.2/cv2/conv/Conv: | - | 5.003%
/model.6/cv2/conv/Conv: | | 4.968%
/model.6/cvl/conv/Conv: | - | 4.792%
/model.23/cv2.1/cv2.1.2/Conv: | - | 4.543%
/model.7/conv/Conv: | - | 4.520%
/model.3/conv/Conv: | - | 4.362%
/model.16/cv2/conv/Conv: | - | 4.028%
/model.23/cv2.0/cv2.0.2/Conv: | | 4.001%
/model.23/cv3.1/cv3.1.0/cv3.1.0.0/conv/Conv: | - | 3.954%
/model.9/cv2/conv/Conv: | - | 3.901%
/model.6/m.0/m/m.0/cvl/conv/Conv: | - | 3.891%
/model.10/m/m.0/ffn/ffn.0/conv/Conv: | | 3.791%
/model.23/cv3.0/cv3.0.1/cv3.0.1.0/conv/Conv: | - | 3.711%
/model.4/cvl/conv/Conv: | - | 3.673%
/model.6/m.0/m/m.0/cv2/conv/Conv: | | 3.620%
/model.6/m.0/m/m.1/cvl/conv/Conv: | - | 3.513%
/model.4/cv2/conv/Conv: | - | 3.421%
/model.5/conv/Conv: | - | 3.320%
/model.6/m.0/cvl/conv/Conv: | - | 3.073%
/model.2/cvl/conv/Conv: | - | 3.021%
/model.16/cvl/conv/Conv: | | 2.764%
/model.6/m.0/m/m.1/cv2/conv/Conv: | - | 2.454%
/model.4/m.0/cvl/conv/Conv: | | 2.408%
/model.4/m.0/cv2/conv/Conv: N | | 1.689%
/model.2/m.0/cvl/conv/Conv: | l | 1.602%
/model.9/cvl/conv/Conv: N | | 1.568%
/model.1l/conv/Conv: N | | 1.205%
/model.23/cv3.0/cv3.0.0/cv3.0.0.0/conv/Conv: | l | 1.091%
/model.23/cv3.2/cv3.2.2/Conv: | | 0.746%
/model.23/cv3.1/cv3.1.2/Conv: | | 0.480%
/model.23/cv3.0/cv3.0.2/Conv: | | 0.386%
/model.0/conv/Conv: | | 0.163%
Analysing Layerwise quantization error:: 100 || NI 3°/89 [04:01<00:00, 2.
—72s/1t]
Layer | NOISE:SIGNAL POWER RATIO
/model.2/cv2/conv/Conv: I I | 0035
/model.9/cv2/conv/Conv: T | 0.826%
/model.2/m.0/cvl/conv/Conv: | ] ] | 0.698%
/model.3/conv/Conv: | ININENEEEEEE | 0.611%
/model.4/cv2/conv/Conv: | IR | 0.491%
/model.10/cv2/conv/Conv: I | 0.408%
/model.23/cv2.2/cv2.2.2/Conv: I | 0.283%
/model.2/cvl/conv/Conv: | I | 0.261%
/model.4/cvl/conv/Conv: | ] | 0.249%
/model.1l/conv/Conv: ] [ 0.217%
/model.22/cvl/conv/Conv: N | | 0.201%
/model.10/cvl/conv/Conv: | - | 0.143%
/model.5/conv/Conv: | - | 0.136%
/model.16/cvl/conv/Conv: I R | 0.128%
/model.10/m/m.0/attn/pe/conv/Conv: | | 0.120%
/model.0/conv/Conv: | - | 0.118%
/model.16/m.0/cvl/conv/Conv: | | 0.105%
/model.16/cv2/conv/Conv: | - | 0.094%
/model.16/m.0/cv2/conv/Conv: | - | 0.092%
/model.23/cv2.0/cv2.0.0/conv/Conv: | | 0.089%
/model.4/m.0/cvl/conv/Conv: | | 0.071%
/model.22/m.0/cvl/conv/Conv: | l | 0.067%
/model.19/cv2/conv/Conv: N | | 0.063%
/model.6/cv2/conv/Conv: N | | 0.061%
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(L)
/model.4/m.0/cv2/conv/Conv: N | | 0.059%
/model.17/conv/Conv: | l | 0.054%
/model.13/cv2/conv/Conv: | l | 0.053%
/model.8/m.0/cv3/conv/Conv: N | | 0.051%
/model.6/cvl/conv/Conv: | l | 0.047%
/model.23/cv2.2/cv2.2.0/conv/Conv: | l | 0.042%
/model.23/cv3.0/cv3.0.0/cv3.0.0.1/conv/Conv: | l | 0.041%
/model.13/cvl/conv/Conv: N | | 0.040%
/model.7/conv/Conv: | l | 0.038%
/model.10/m/m.0/attn/qgkv/conv/Conv: N | | 0.038%
/model.13/m.0/cvl/conv/Conv: N | | 0.033%
/model.23/cv2.1/cv2.1.0/conv/Conv: | l | 0.031%
/model.6/m.0/m/m.1/cvl/conv/Conv: N | | 0.028%
/model.19/m.0/cv2/conv/Conv: N | | 0.027%
/model.8/m.0/m/m.1/cvl/conv/Conv: | l | 0.026%
/model.2/m.0/cv2/conv/Conv: N | | 0.026%
/model.19/m.0/cvl/conv/Conv: | | 0.022%
/model.6/m.0/cv3/conv/Conv: | | 0.021%
/model.19/cvl/conv/Conv: | | 0.021%
/model.9/cvl/conv/Conv: | | 0.016%
/model.22/m.0/m/m.1/cvl/conv/Conv: | | 0.016%
/model.13/m.0/cv2/conv/Conv: | | 0.015%
/model.23/cv3.1/cv3.1.0/cv3.1.0.1/conv/Conv: | | 0.015%
/model.22/m.0/m/m.0/cvl/conv/Conv: | | 0.014%
/model.8/cvl/conv/Conv: | | 0.013%
/model.23/cv2.0/cv2.0.2/Conv: | | 0.013%
/model.23/cv2.2/cv2.2.1/conv/Conv: | | 0.012%
/model.10/m/m.0/ffn/ffn.0/conv/Conv: | | 0.011%
/model.23/cv3.2/cv3.2.0/cv3.2.0.1/conv/Conv: | | 0.011%
/model.8/cv2/conv/Conv: | | 0.011%
/model.23/cv2.1/cv2.1.2/Conv: | | 0.010%
/model.22/m.0/cv3/conv/Conv: | | 0.010%
/model.23/cv2.1/cv2.1.1/conv/Conv: | | 0.008%
/model.10/m/m.0/ffn/ffn.1/conv/Conv: | | 0.008%
/model.23/cv2.0/cv2.0.1/conv/Conv: | | 0.007%
/model.10/m/m.0/attn/proj/conv/Conv: | | 0.007%
/model.8/m.0/cvl/conv/Conv: | | 0.007%
/model.22/m.0/m/m.0/cv2/conv/Conv: | | 0.006%
/model.8/m.0/m/m.1/cv2/conv/Conv: | | 0.005%
/model.22/cv2/conv/Conv: | | 0.005%
/model.20/conv/Conv: | | 0.005%
/model.23/cv3.1/cv3.1.1/cv3.1.1.0/conv/Conv: | | 0.005%
/model.6/m.0/m/m.0/cvl/conv/Conv: | | 0.005%
/model.8/m.0/m/m.0/cvl/conv/Conv: | | 0.004%
/model.23/cv3.1/cv3.1.1/cv3.1.1.1/conv/Conv: | | 0.003%
/model.8/m.0/m/m.0/cv2/conv/Conv: | | 0.003%
/model.23/cv3.0/cv3.0.0/cv3.0.0.0/conv/Conv: | | 0.003%
/model.6/m.0/cvl/conv/Conv: | | 0.003%
/model.23/cv3.2/cv3.2.2/Conv: | | 0.003%
/model.23/cv3.2/cv3.2.1/cv3.2.1.0/conv/Conv: | | 0.003%
/model.6/m.0/m/m.1/cv2/conv/Conv: | | 0.003%
/model.23/cv3.2/cv3.2.1/cv3.2.1.1/conv/Conv: | | 0.002%
/model.22/m.0/m/m.1/cv2/conv/Conv: | | 0.002%
/model.6/m.0/m/m.0/cv2/conv/Conv: | | 0.002%
/model.23/cv3.0/cv3.0.1/cv3.0.1.0/conv/Conv: | | 0.002%
/model.10/m/m.0/attn/MatMul_1: | | 0.002%
/model.23/cv3.0/cv3.0.2/Conv: | | 0.001%
/model.23/cv3.1/cv3.1.2/Conv: | | 0.001%
/model.23/cv3.0/cv3.0.1/cv3.0.1.1/conv/Conv: | | 0.001%
/model.23/cv3.1/cv3.1.0/cv3.1.0.0/conv/Conv: | | 0.001%
/model.23/cv3.2/cv3.2.0/cv3.2.0.0/conv/Conv: | | 0.001%
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(L)
/model.6/m.0/cv2/conv/Conv: | | 0.000%
/model.10/m/m.0/attn/MatMul: | | 0.000%
/model.8/m.0/cv2/conv/Conv: | | 0.000%
/model.22/m.0/cv2/conv/Conv: | | 0.000%

LR B

FERE S-bit FEAL R ELRAIIG , FERIFS AT, L5 RIAE COCO val2017 |-j mAPS0:95 42
TEE 36.0%;  [RIEFH HE R BRI RZERIRED . MR R AT, SAEAIZR G 8-bit S bR
AT DATE S5 PR ) PR B2 T 2K 3 e v Y R ARG 2

T 7 f &y o = /model.23/cv3.2/¢v3.2.2/Conv, /model.23/cv2.2/cv2.2.2/Conv, /model.23/cv3.1/cv3.1.2/Conv,
/model.23/cv2.1/cv2.1.2/Conv, /model.23/cv3.0/cv3.0.2/Conv Fl/model.23/cv2.0/cv2.0.2/Conv 1 Z i1 254 51
5 0.746%, 5.999%, 0.480%, 4.543%, 0.386% #i1 4.001%.

Frik: WCRARSOEHRAORIRER R, I Al DA — R R A e, W LA BAE R /L YOLOLIN
WIS T AR/ NBEE N 320x320. ANF 0 BER T B BLHEFA B 7] DAYE README.md 4R 3.

3.6.3 BRI

275 7l

FUBR G 2

¢ dl_detect_base.hpp
e dI_detect_base.cpp

HiT AL

ImagePreprocessor ZEHEIE T8 H I E G i AR, 955 color conversion, crop, resize,
normalization, quantize,

 dl_image_preprocessor.hpp
« dl_image_preprocessor.cpp

JrAba
e dl_detect_postprocessor.hpp
e dl_detect_postprocessor.cpp

¢ dl_detect_yolo11_postprocessor.hpp
e dI_detect_yolol1_postprocessor.cpp

3.7 W8 YOLO11n-pose

A T, R0 AT 6 ESP-PPQ XL YOLO! In-pose #ZHi#E {74k AL, F-{#i i ESP-DL i
FEA)5) YOLOI In-pose A8

o BEHBITAE
o A -F Y
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- TR HARR
- RBEHIELE
— 8bit BRIAELEH 1L
- TR S Lk
o BEANIRE
- BAREMA R
- ATA2
- B3

371 YR LR
1. 4% ESP_IDF
2. 4% ESP_PPQ

3.7.2 Biflaft

Ty

R0 PAM Ultralytics release | 2711|253 yolol 1n-pose #57

H #i ESP-PPQ 3745 ONNX. PyTorch, TensorFlow #5#l . YEE AL #EH, PyTorch fil TensorFlow £:4¢5%4k,
S5 ONNX #:8L, [R K5 5 Y125 yolol In-pose %4k B ONNX 571,
Bk, %A export_onnx.py RFFiilllZ:f) yolol In-pose FZHFE4 k) ONNX ARAY
TEZMA S, FeATEE T Pose K1) forward 53k, HALATILE:
o EPRIERLEEE . 5 E R yolol In-pose LA L, K HEHLS 2 H Pose HL-5 AL 171 FHEAH ¢ 1) #4E
M E G A 5E R, M B0 THEFRAEIR . — T, Conv, Transpose, Slice, Split fll
Concat #AEAEMEHIRE 2T 2 AR R AERT W . — T, FEGACEERY B, WEBUHEL Y 4 s vy St
BRI, KGRI AHE, SO TR, AN T B AR .
o FHLHEAILIRZE . ESP-PPQ H ) Concat 1 Add B/F R THGEAL. N T/ EAIRZE, BT
box il score B 22 SRR, EATERRIM A S5l , A SPHEE . KL, fT Add
Al sub EIAMTEBIZ 28K, MR E T RO 31T, #apiait.

PRI S T 2N AR g A8, [RINDRUAT E A we B B A BT T R O0 , AT S A b AR R
ATRBil, BATVEE N AELHELR A calib_yolol In-pose .

8bit BRI\ w1k

AL

target="esp32p4"

num_of_ bits=8

batch_size=32

quant_setting = QuantizationSettingFactory.espdl_setting() # default setting

FALE R
Layer | NOISE:SIGNAL POWER RATIO
/model.22/m.0/cv2/conv/Conv: | IR | 20.305%
/model.23/cv3.2/cv3.2.0/cv3.2.0.1/conv/Conv: | [ ENNENEENEEEEEEEE | 26.959%
/model.23/cv4.1/cv4.1.0/conv/Conv: m | 26.555%
/model.23/cv3.2/cv3.2.1/cv3.2.1.0/conv/Conv: | [HNEEEEENEEEREEE | 25.611%

(N oiakzn)
Espressif Systems 43 Release v3.2.2-3-gdd0797170c

Submit Document Feedback


https://github.com/ultralytics/assets/releases/download/v8.3.0/yolo11n-pose.pt
https://github.com/espressif/esp-dl/blob/dd07971/models/coco_pose/models/export_onnx.py
https://dl.espressif.com/public/calib_yolo11n-pose.zip
https://www.espressif.com/zh-hans/company/documents/documentation_feedback?docId=&sections=&version=Release v3.2.2-3-gdd0797170c%20for 

Chapter 3. Tutorials

(8L 7))
/model.20/conv/Conv: . I | 24.738%
/model.23/cv3.2/cv3.2.0/cv3.2.0.0/conv/Conv: | | NNNENEGNGEGEGEE | 24.122%
/model.23/cv4.1/cv4.1.1/conv/Conv: m ] | 22.512%
/model.19/m.0/cv2/conv/Conv: | ] ] | 22.397%
/model.23/cv2.0/cv2.0.1/conv/Conv: N ] ] | 22.174%
/model.23/cv4.0/cv4.0.0/conv/Conv: m ] | 21.621%
/model.23/cv2.1/cv2.1.1/conv/Conv: | ] ] | 21.489%
/model.23/cv4.0/cv4.0.1/conv/Conv: N ] ] | 21.445%
/model.23/cv3.1/cv3.1.0/cv3.1.0.1/conv/Conv: | | IENIGINIIIIIINE | 20.528%
/model.23/cv3.1/cv3.1.1/cv3.1.1.0/conv/Conv: | |HINNEENEENEEEN | 20.083%
/model.23/cv3.1/cv3.1.0/cv3.1.0.0/conv/Conv: | | IENENGEGENGIGINGNINGEG | 20.066%
/model.13/m.0/cv2/conv/Conv: N ] | 20.042%
/model.22/m.0/cv3/conv/Conv: . @@ | | 19.737%
/model.10/m/m.0/ffn/ffn.1/conv/Conv: | ININNENEEEEEE | 19.585%
/model.23/cv3.1/cv3.1.1/cv3.1.1.1/conv/Conv: | | HIININEEEEER | 19.392%
/model.23/cv3.0/cv3.0.1/cv3.0.1.0/conv/Conv: | | HENNENEEEEEE | 18.773%
/model.23/cv3.2/cv3.2.1/cv3.2.1.1/conv/Conv: | | NNEEEEEEEE | 18.688%
/model.22/cvl/conv/Conv: m ] | 18.579%
/model.19/cv2/conv/Conv: . @ | | 18.494%
/model.22/m.0/m/m.1/cv2/conv/Conv: . @ 0 ] | 17.576%
/model.17/conv/Conv: . @ ] | 17.224%
/model.19/cvl/conv/Conv: . @@ ] | 17.140%
/model.22/cv2/conv/Conv: | IR | 16.785%
/model.23/cv4.2/cv4.2.1/conv/Conv: . @@ | | 16.375%
/model.23/cv4.2/cv4.2.0/conv/Conv: . @ ] | 16.167%
/model.23/cv2.1/cv2.1.0/conv/Conv: | IR | 15.655%
/model.23/cv3.0/cv3.0.1/cv3.0.1.1/conv/Conv: | | IININEEER | 15.504%
/model.23/cv2.2/cv2.2.0/conv/Conv: . @@ 0 ] | 15.431%
/model.10/m/m.0/attn/proj/conv/Conv: . @ ] | 15.251%
/model.23/cv3.0/cv3.0.0/cv3.0.0.1/conv/Conv: | |HIEEENEGINGE | 15.171%
/model.22/m.0/m/m.0/cv2/conv/Conv: . @ 00 ] | 15.006%
/model.19/m.0/cvl/conv/Conv: . @ ] | 14.692%
/model.23/cv2.2/cv2.2.1/conv/Conv: . @ ] | 14.548%
/model.22/m.0/m/m.0/cvl/conv/Conv: I I | 13.065%
/model.16/m.0/cv2/conv/Conv: I I | 12.980%
/model.22/m.0/m/m.1/cvl/conv/Conv: | I | 12.921%
/model.10/m/m.0/attn/pe/conv/Conv: W @ 00 | 12.745%
/model.23/cv4.1/cv4.1.2/Conv: . @ | | 12.498%
/model.13/cv2/conv/Conv: | I | 11.932%
/model.23/cv4.2/cv4.2.2/Conv: I I | 11.797%
/model.13/m.0/cvl/conv/Conv: . @ | | 11.777%
/model.16/cv2/conv/Conv: . | | 10.892%
/model.13/cvl/conv/Conv: | @ | | 10.760%
/model.23/cv2.0/cv2.0.0/conv/Conv: | | | 10.352%
/model.23/cv4.0/cv4.0.2/Conv: . | | 10.325%
/model.22/m.0/cvl/conv/Conv: o @ | | 10.257%
/model.8/m.0/cv2/conv/Conv: . @ | | 9.687%
/model.10/m/m.0/ffn/ffn.0/conv/Conv: I | 8.997%
/model.10/cvl/conv/Conv: I I | 8.787%
/model.16/m.0/cvl/conv/Conv: . | | 8.629%
/model.10/m/m.0/attn/gkv/conv/Conv: | I | 8.600%
/model.8/m.0/cv3/conv/Conv: . ] | 8.328%
/model.10/m/m.0/attn/MatMul_1: . | | 8.293%
/model.16/cvl/conv/Conv: N ] | 7.947%
/model.10/cv2/conv/Conv: ] | 7.824%
/model.8/cv2/conv/Conv: N ] | 7.696%
/model.23/cv3.0/cv3.0.0/cv3.0.0.0/conv/Conv: | N | 7.615%
/model.8/m.0/m/m.1/cv2/conv/Conv: | ] | 7.145%
/model.8/m.0/m/m.0/cv2/conv/Conv: N ] | 7.033%
/model.10/m/m.0/attn/MatMul: N ] | 6.707%
/model.8/m.0/m/m.1/cvl/conv/Conv: I | 6.376%
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(& b))
/model.23/cv2.1/cv2.1.2/Conv: I R | 6.321%
/model.8/cvl/conv/Conv: ] | 6.296%
/model.6/m.0/cv2/conv/Conv: | - | 5.605%
/model.23/cv3.2/cv3.2.2/Conv: I R | 5.599%
/model.6/m.0/m/m.0/cv2/conv/Conv: I R | 5.559%
/model.23/cv2.0/cv2.0.2/Conv: N | | 5.262%
/model.23/cv2.2/cv2.2.2/Conv: I R | 5.207%
/model.6/m.0/cv3/conv/Conv: I R | 4.840%
/model.8/m.0/cvl/conv/Conv: | - | 4.667%
/model.6/cvl/conv/Conv: | | 4.523%
/model.9/cvl/conv/Conv: | - | 4.038%
/model.9/cv2/conv/Conv: | - | 3.733%
/model.7/conv/Conv: | - | 3.605%
/model.6/cv2/conv/Conv: | | 3.478%
/model.3/conv/Conv: | - | 3.352%
/model.2/cv2/conv/Conv: | - | 3.230%
/model.8/m.0/m/m.0/cvl/conv/Conv: | | 3.136%
/model.4/cvl/conv/Conv: | - | 2.913%
/model.6/m.0/m/m.1/cvl/conv/Conv: | | 2.830%
/model.6/m.0/m/m.1/cv2/conv/Conv: | | 2.692%
/model.6/m.0/m/m.0/cvl/conv/Conv: | - | 2.557%
/model.6/m.0/cvl/conv/Conv: | | 2.475%
/model.5/conv/Conv: | - | 2.413%
/model.2/cvl/conv/Conv: | l | 2.267%
/model.4/cv2/conv/Conv: | l | 2.135%
/model.2/m.0/cv2/conv/Conv: N | | 2.104%
/model.4/m.0/cvl/conv/Conv: | l | 1.910%
/model.1l/conv/Conv: | l | 1.708%
/model.2/m.0/cvl/conv/Conv: N | | 1.658%
/model.23/cv3.1/cv3.1.2/Conv: | l | 1.455%
/model.4/m.0/cv2/conv/Conv: N | | 1.056%
/model.23/cv3.0/cv3.0.2/Conv: | | 0.364%
/model.0/conv/Conv: | | 0.087%
Analysing Layerwise quantization error:: 100% || NN ©°8/98 [(16:09<00:00 9.
—89s/1t]
Layer | NOISE:SIGNAL POWER RATIO
/model.0/conv/Conv: I | 01
/model.9/cv2/conv/Conv: . @ ] | 0.493%
/model.8/cvl/conv/Conv: I | 0.410%
/model.2/cv2/conv/Conv: I | 0.287%
/model.1l/conv/Conv: N | | 0.228%
/model.2/cvl/conv/Conv: | R | 0.163%
/model.16/cv2/conv/Conv: | | 0.130%
/model.4/cv2/conv/Conv: | - | 0.096%
/model.3/conv/Conv: N | | 0.070%
/model.4/cvl/conv/Conv: | l | 0.068%
/model.10/cvl/conv/Conv: | l | 0.049%
/model.2/m.0/cv2/conv/Conv: N | | 0.047%
/model.2/m.0/cvl/conv/Conv: N | | 0.043%
/model.4/m.0/cv2/conv/Conv: | l | 0.041%
/model.13/cv2/conv/Conv: N | | 0.037%
/model.1l6/cvl/conv/Conv: N | | 0.030%
/model.22/cv2/conv/Conv: | l | 0.027%
/model.8/cv2/conv/Conv: N | | 0.027%
/model.13/cvl/conv/Conv: | | 0.025%
/model.5/conv/Conv: | | 0.025%
/model.19/m.0/cv2/conv/Conv: | | 0.025%
/model.6/cv2/conv/Conv: | | 0.024%
/model.4/m.0/cvl/conv/Conv: | | 0.022%
/model.6/cvl/conv/Conv: | | 0.021%
/model.19/cvl/conv/Conv: | | 0.020%
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(L)
/model.23/cv2.1/cv2.1.1/conv/Conv: | | 0.018%
/model.23/cv4.1/cv4.1.0/conv/Conv: | | 0.017%
/model.9/cvl/conv/Conv: | | 0.015%
/model.23/cv4.2/cvd.2.1/conv/Conv: | | 0.014%
/model.10/m/m.0/attn/gkv/conv/Conv: | | 0.014%
/model.19/cv2/conv/Conv: | | 0.014%
/model.16/m.0/cv2/conv/Conv: | | 0.014%
/model.23/cv4.2/cvd.2.0/conv/Conv: | | 0.014%
/model.6/m.0/m/m.0/cvl/conv/Conv: | | 0.013%
/model.22/m.0/cv3/conv/Conv: | | 0.013%
/model.23/cv3.2/cv3.2.0/cv3.2.0.1/conv/Conv: | | 0.013%
/model.23/cv4.0/cv4.0.0/conv/Conv: | | 0.013%
/model.23/cv3.1/cv3.1.1/cv3.1.1.1/conv/Conv: | | 0.013%
/model.22/m.0/m/m.1/cvl/conv/Conv: | | 0.012%
/model.6/m.0/cv3/conv/Conv: | | 0.012%
/model.10/m/m.0/attn/pe/conv/Conv: | | 0.012%
/model.23/cv4.1/cvd.1.1/conv/Conv: | | 0.011%
/model.8/m.0/m/m.1/cvl/conv/Conv: | | 0.011%
/model.13/m.0/cvl/conv/Conv: | | 0.011%
/model.22/m.0/m/m.0/cvl/conv/Conv: | | 0.011%
/model.6/m.0/m/m.1/cvl/conv/Conv: | | 0.011%
/model.23/cv3.2/cv3.2.1/cv3.2.1.1/conv/Conv: | | 0.011%
/model.8/m.0/cv3/conv/Conv: | | 0.010%
/model.7/conv/Conv: | | 0.010%
/model.17/conv/Conv: | | 0.009%
/model.8/m.0/m/m.0/cvl/conv/Conv: | | 0.009%
/model.13/m.0/cv2/conv/Conv: | | 0.009%
/model.10/m/m.0/attn/MatMul: | | 0.009%
/model.19/m.0/cvl/conv/Conv: | | 0.008%
/model.16/m.0/cvl/conv/Conv: | | 0.008%
/model.23/cv2.2/cv2.2.1/conv/Conv: | | 0.008%
/model.8/m.0/m/m.1/cv2/conv/Conv: | | 0.008%
/model.8/m.0/cvl/conv/Conv: | | 0.008%
/model.10/cv2/conv/Conv: | | 0.007%
/model.23/cv2.0/cv2.0.2/Conv: | | 0.007%
/model.22/m.0/cvl/conv/Conv: | | 0.007%
/model.6/m.0/cvl/conv/Conv: | | 0.007%
/model.23/cv2.0/cv2.0.0/conv/Conv: | | 0.006%
/model.23/cv2.1/cv2.1.0/conv/Conv: | | 0.006%
/model.22/m.0/m/m.1/cv2/conv/Conv: | | 0.006%
/model.23/cv3.2/cv3.2.1/cv3.2.1.0/conv/Conv: | | 0.005%
/model.8/m.0/m/m.0/cv2/conv/Conv: | | 0.005%
/model.23/cv2.1/cv2.1.2/Conv: | | 0.005%
/model.23/cv3.2/cv3.2.0/cv3.2.0.0/conv/Conv: | | 0.005%
/model.23/cv2.2/cv2.2.2/Conv: | | 0.005%
/model.22/cvl/conv/Conv: | | 0.004%
/model.10/m/m.0/attn/proj/conv/Conv: | | 0.004%
/model.23/cv4.2/cvd.2.2/Conv: | | 0.004%
/model.23/cv4.1/cvd.1.2/Conv: | | 0.004%
/model.22/m.0/m/m.0/cv2/conv/Conv: | | 0.004%
/model.23/cv2.2/cv2.2.0/conv/Conv: | | 0.003%
/model.6/m.0/m/m.1/cv2/conv/Conv: | | 0.003%
/model.23/cv4.0/cv4.0.1/conv/Conv: | | 0.003%
/model.6/m.0/m/m.0/cv2/conv/Conv: | | 0.003%
/model.10/m/m.0/attn/MatMul_1: | | 0.002%
/model.23/cv4.0/cv4.0.2/Conv: | | 0.002%
/model.10/m/m.0/ffn/ffn.1/conv/Conv: | | 0.002%
/model.20/conv/Conv: | | 0.002%
/model.23/cv2.0/cv2.0.1/conv/Conv: | | 0.002%
/model.10/m/m.0/ffn/ffn.0/conv/Conv: | | 0.001%
/model.23/cv3.1/cv3.1.0/cv3.1.0.1/conv/Conv: | | 0.001%
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/model.23/cv3.1/cv3.
/model.23/cv3.2/cv3.
/model.23/cv3.0/cv3.
/model.23/cv3.1/cv3.
/model.23/cv3.1/cv3.1.2/Conv:
/model.23/cv3.0/cv3.0.2/Conv:
/model.23/cv3.0/cv3.0.0/cv3.0.0.1/conv/Conv:
/model.6/m.0/cv2/conv/Conv:
/model.23/cv3.0/cv3.0.1/cv3.0.1.1/conv/Conv:
/model.23/cv3.0/cv3.0.0/cv3.0.0.0/conv/Conv:
/model.8/m.0/cv2/conv/Conv:
/model.22/m.0/cv2/conv/Conv:

.1/cv3.1.1.0/conv/Conv:
.2/Conv:

.1/cv3.0.1.0/conv/Conv:
.0/cv3.1.0.0/conv/Conv:

oL P OoONBE

O O O O OO OO oo oo

.001%
.001%
.001%
.001%
.000%
.000%
.000%
.000%
.000%
.000%
.000%
.000%

AR

TEARFEIAT , B GRRIRAE COCO LY Pose mAPS0:95 U 43.1%, ART ¥ MY (50.0%), f77E

—E RS BE R

AR

N TSP A AR Z, nTDORTRACEAIIN SR A /n Bl ET 8-bit &4 J7 st AT = ALl
%

* yolol In-pose_qat.py
e trainer.py

wALgs R

Layer | NOISE:SIGNAL POWER RATIO
/model.22/m.0/cv2/conv/Conv: ' | 0 /39%
/model.23/cv3.2/cv3.2.0/cv3.2.0.1/conv/Conv: | HINNNNNEEEEEEEEEEEN | 26.872%
/model.23/cv4.1/cv4.1.0/conv/Conv: ' | 26.229
/model.23/cv2.1/cv2.1.1/conv/Conv: m | 25.300%
/model.23/cv3.2/cv3.2.1/cv3.2.1.0/conv/Conv: | [ NEEEEENEEEEEEEN | 24.625%
/model.23/cv2.0/cv2.0.1/conv/Conv: o | [ ] | 23.751%
/model.20/conv/Conv: ] | 23.320%
/model.23/cv3.2/cv3.2.0/cv3.2.0.0/conv/conv: | [ NNENEENEEENEEE | 22.901%
/model.23/cv4.1/cv4.1.1/conv/Conv: W ] ] | 22.516%
/model.10/m/m.0/ffn/ffn.1/conv/Conv: m ] | 22.035%
/model.19/m.0/cv2/conv/Conv: . I | 21.569%
/model.23/cv4.0/cv4.0.0/conv/Conv: N ] ] | 21.199%
/model.23/cv3.1/cv3.1.0/cv3.1.0.1/conv/Conv: | | IIINININEEEEEE | 20.785%
/model.23/cv3.1/cv3.1.1/cv3.1.1.0/conv/conv: | | HINENENIGINGIGIININGE | 20.597%
/model.23/cv3.1/cv3.1.1/cv3.1.1.1/conv/Conv: | |HEEENEEEEEEEN | 20.329%
/model.23/cv4.0/cv4.0.1/conv/Conv: m | 20.179%
/model.23/cv3.1/cv3.1.0/cv3.1.0.0/conv/Conv: | |HINNEEENEENEEEN | 19.983%
/model.22/m.0/cv3/conv/Conv: | IHINENEREEEEE | 19.919%
/model.13/m.0/cv2/conv/Conv: ] | 19.424%
/model.23/cv3.0/cv3.0.1/cv3.0.1.0/conv/Conv: | |HNNEENEENEEEN | 18.893%
/model.19/cv2/conv/Conv: | ININENEEEEEE | 18.055%
/model.23/cv3.2/cv3.2.1/cv3.2.1.1/conv/Conv: | |HIININEEEEER | 17.915%
/model.22/m.0/m/m.1/cv2/conv/Conv: . @@ | | 17.796%
/model.22/cvl/conv/Conv: | ININENEEEEEE | 17.777%
/model.23/cv4.2/cv4.2.1/conv/Conv: m ] | 17.573%
/model.19/cvl/conv/Conv: . @ ] | 17.116%
/model.17/conv/Conv: . @ 00 ] | 16.869%
/model.22/cv2/conv/Conv: . @ ] | 16.750%
/model.23/cv2.2/cv2.2.1/conv/Conv: . @@ ] | 16.540%
/model.10/m/m.0/attn/proj/conv/Conv: . @ 00 ] | 16.491%
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(8L 7))
/model.23/cv2.2/cv2.2.0/conv/Conv: . @@ ] | 16.421%
/model.23/cv2.1/cv2.1.0/conv/Conv: N @ ] | 16.205%
/model.23/cv4.2/cv4.2.0/conv/Conv: . @ ] | 16.116%
/model.23/cv3.0/cv3.0.1/cv3.0.1.1/conv/Conv: | |HIENNENEEER | 15.400%
/model.22/m.0/m/m.0/cv2/conv/Conv: W @ 0 ] | 15.251%
/model.23/cv3.0/cv3.0.0/cv3.0.0.1/conv/Conv: | | IIENINEEER | 14.851%
/model.10/m/m.0/attn/pe/conv/Conv: W @@ ] | 14.659%
/model.19/m.0/cvl/conv/Conv: I | 14.289%
/model.22/m.0/m/m.1/cvl/conv/Conv: I | 13.038%
/model.16/m.0/cv2/conv/Conv: I I | 12.941%
/model.22/m.0/m/m.0/cvl/conv/Conv: | I | 12.791%
/model.23/cv4.2/cv4.2.2/Conv: I | 12.508%
/model.23/cv4.1/cv4.1.2/Conv: I I | 12.226%
/model.13/cvl/conv/Conv: . @ | | 11.821%
/model.13/cv2/conv/Conv: I | 11.612%
/model.13/m.0/cvl/conv/Conv: . @ | | 11.515%
/model.10/m/m.0/attn/MatMul_1: . @ | | 11.303%
/model.16/cv2/conv/Conv: I | 11.028%
/model.10/m/m.0/attn/gkv/conv/Conv: | I | 10.951%
/model.10/cvl/conv/Conv: I I | 10.755%
/model.23/cv2.0/cv2.0.0/conv/Conv: I | 10.684%
/model.22/m.0/cvl/conv/Conv: o @ | | 10.164%
/model.10/m/m.0/ffn/ffn.0/conv/Conv: o @ | | 9.968%
/model.16/m.0/cvl/conv/Conv: I | 9.656%
/model.23/cv4.0/cv4.0.2/Conv: o @ | | 9.566%
/model.8/m.0/cv2/conv/Conv: o @ | | 9.521%
/model.10/cv2/conv/Conv: . ] | 8.068%
/model.1l6/cvl/conv/Conv: I | 7.989%
/model.23/cv2.1/cv2.1.2/Conv: | I | 7.969%
/model.8/m.0/cv3/conv/Conv: I | 7.725%
/model.23/cv3.0/cv3.0.0/cv3.0.0.0/conv/Conv: | | | 7.570%
/model.8/m.0/m/m.0/cv2/conv/Conv: N ] | 7.339%
/model.8/m.0/m/m.1/cv2/conv/Conv: N ] | 7.283%
/model.8/cv2/conv/Conv: I | 7.092%
/model.10/m/m.0/attn/MatMul: N ] | 6.654%
/model.8/cvl/conv/Conv: N ] | 6.492%
/model.8/m.0/m/m.1/cvl/conv/Conv: o ] | 6.451%
/model.23/cv2.0/cv2.0.2/Conv: I | 5.990%
/model.23/cv2.2/cv2.2.2/Conv: I R | 5.902%
/model.6/m.0/m/m.0/cv2/conv/Conv: I R | 5.898%
/model.6/m.0/cv2/conv/Conv: | - | 5.881%
/model.6/m.0/cv3/conv/Conv: I R | 5.402%
/model.8/m.0/cvl/conv/Conv: I R | 5.210%
/model.23/cv3.2/cv3.2.2/Conv: I R | 5.126%
/model.6/cvl/conv/Conv: N | | 4.983%
/model.9/cv2/conv/Conv: | | 4.616%
/model.9/cvl/conv/Conv: | - | 3.934%
/model.7/conv/Conv: | R | 3.906%
/model.3/conv/Conv: | | 3.654%
/model.6/cv2/conv/Conv: | - | 3.429%
/model.8/m.0/m/m.0/cvl/conv/Conv: | | 3.319%
/model.2/cv2/conv/Conv: | - | 3.220%
/model.6/m.0/m/m.1/cvl/conv/Conv: | - | 3.191%
/model.6/m.0/m/m.0/cvl/conv/Conv: | | 3.157%
/model.4/cvl/conv/Conv: | - | 2.893%
/model.6/m.0/m/m.1/cv2/conv/Conv: | - | 2.792%
/model.6/m.0/cvl/conv/Conv: | | 2.761%
/model.5/conv/Conv: | | 2.629%
/model.4/cv2/conv/Conv: | - | 2.298%
/model.2/cvl/conv/Conv: N | | 2.107%
/model.2/m.0/cv2/conv/Conv: N | | 2.095%
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(& b))
/model.4/m.0/cvl/conv/Conv: N | | 2.069%
/model.23/cv3.1/cv3.1.2/Conv: | l | 1.744%
/model.1/conv/Conv: | l | 1.631%
/model.2/m.0/cvl/conv/Conv: N | | 1.583%
/model.4/m.0/cv2/conv/Conv: N | | 1.126%
/model.23/cv3.0/cv3.0.2/Conv: | | 0.535%
/model.0/conv/Conv: | | 0.067%
Analysing Layerwise quantization error:: 100% || NI ©°8/98 [10:49<00:00 6.
—63s/1it]
Layer | NOISE:SIGNAL POWER RATIO
/model.9/cv2/conv/Conv: | IR | 2. 0763
/model.2/cv2/conv/Conv: . @@ | | 1.610%
/model.3/conv/Conv: N @ ] | 0.854%
/model.2/cvl/conv/Conv: I R | 0.543%
/model.1/conv/Conv: | - | 0.487%
/model.8/cvl/conv/Conv: | - | 0.414%
/model.4/cv2/conv/Conv: | - | 0.397%
/model.0/conv/Conv: | - | 0.364%
/model.6/m.0/cv3/conv/Conv: | | 0.230%
/model.5/conv/Conv: | l | 0.181%
/model.2/m.0/cv2/conv/Conv: | l | 0.144%
/model.13/cv2/conv/Conv: N | | 0.140%
/model.2/m.0/cvl/conv/Conv: N | | 0.138%
/model.4/cvl/conv/Conv: N | | 0.129%
/model.16/cv2/conv/Conv: | l | 0.122%
/model.23/cv4.2/cv4.2.0/conv/Conv: N | | 0.120%
/model.4/m.0/cvl/conv/Conv: N | | 0.107%
/model.23/cv4.1/cv4.1.0/conv/Conv: N | | 0.096%
/model.19/cv2/conv/Conv: N | | 0.078%
/model.23/cv2.2/cv2.2.2/Conv: N | | 0.076%
/model.4/m.0/cv2/conv/Conv: | | 0.071%
/model.8/m.0/m/m.1/cvl/conv/Conv: | | 0.071%
/model.6/cv2/conv/Conv: | | 0.067%
/model.6/cvl/conv/Conv: | | 0.066%
/model.17/conv/Conv: | | 0.060%
/model.23/cv4.2/cv4.2.1/conv/Conv: | | 0.057%
/model.22/m.0/m/m.1/cvl/conv/Conv: | | 0.056%
/model.16/cvl/conv/Conv: | | 0.051%
/model.10/cvl/conv/Conv: | | 0.050%
/model.23/cv4.2/cvd.2.2/Conv: | | 0.046%
/model.22/cv2/conv/Conv: | | 0.044%
/model.7/conv/Conv: | | 0.043%
/model.10/m/m.0/attn/pe/conv/Conv: | | 0.043%
/model.10/cv2/conv/Conv: | | 0.037%
/model.19/cvl/conv/Conv: | | 0.037%
/model.8/cv2/conv/Conv: | | 0.036%
/model.13/cvl/conv/Conv: | | 0.036%
/model.6/m.0/m/m.1/cvl/conv/Conv: | | 0.033%
/model.22/m.0/cv3/conv/Conv: | | 0.031%
/model.19/m.0/cvl/conv/Conv: | | 0.027%
/model.23/cv3.2/cv3.2.0/cv3.2.0.1/conv/Conv: | | 0.026%
/model.8/m.0/cvl/conv/Conv: | | 0.025%
/model.19/m.0/cv2/conv/Conv: | | 0.025%
/model.8/m.0/cv3/conv/Conv: | | 0.024%
/model.10/m/m.0/attn/gkv/conv/Conv: | | 0.023%
/model.8/m.0/m/m.0/cvl/conv/Conv: | | 0.023%
/model.22/m.0/cvl/conv/Conv: | | 0.021%
/model.6/m.0/m/m.0/cvl/conv/Conv: | | 0.021%
/model.23/cv2.0/cv2.0.0/conv/Conv: | | 0.020%
/model.6/m.0/cvl/conv/Conv: | | 0.020%
/model.23/cv4.0/cv4.0.0/conv/Conv: | | 0.019%
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/model.

9/cvl/conv/Conv:
23/cv4.1/cv4.1.2/Conv:
23/cv2.1/cv2.1.1/conv/Conv:
13/m.0/cvl/conv/Conv:
23/cv2.1/cv2.1.0/conv/Conv:
23/cv4d.1/cvd.1.1/conv/Conv:
16/m.0/cv2/conv/Conv:
10/m/m.0/attn/proj/conv/Conv:

23/cv3.1/cv3.1.1/cv3.1.1.1/conv/Conv:

8/m.0/m/m.0/cv2/conv/Conv:
16/m.0/cvl/conv/Conv:
23/cv2.2/cv2.2.0/conv/Conv:
20/conv/Conv:
22/m.0/m/m.0/cvl/conv/Conv:

23/cv3.2/cv3.2.1/cv3.2.1.1/conv/Conv:

8/m.0/m/m.1/cv2/conv/Conv:
23/cv2.0/cv2.0.2/Conv:
10/m/m.0/attn/MatMul :
22/cvl/conv/Conv:
13/m.0/cv2/conv/Conv:
23/cv2.2/cv2.2.1/conv/Conv:
23/cv2.1/cv2.1.2/Conv:

23/cv3.2/cv3.2.1/cv3.2.1.0/conv/Conv:

22/m.0/m/m.1/cv2/conv/Conv:
6/m.0/m/m.0/cv2/conv/Conv:

22/m.0/m/m.0/cv2/conv/Conv:
23/cv4.0/cvd.0.1/conv/Conv:

23/cv3.2/cv3.2.0/cv3.2.0.0/conv/Conv:

23/cv4.0/cv4.0.2/Conv:
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EP73 io1IBA

¢ dl_detect_base.hpp
e dI_detect_base.cpp

Hij AL Bg
ImagePreprocessor K EE T8 H I E G AT ERAE, %5 color conversion, crop, resize,
normalization, quantize,

 dl_image_preprocessor.hpp
* dl_image_preprocessor.cpp

Jr Ak B

e dl_detect_postprocessor.hpp
* dl_detect_postprocessor.cpp

e dI_pose_yolol11_postprocessor.hpp
 dI_pose_yolo11_postprocessor.cpp

3.8 Wnl i i SN B R

I 1) Py SRS RN A 0 AV 22 00, BN, B ARAeke 1T AR 2R S8 I A P A K

» Offtine Fi5X: MU TR T — UM NSRBI E i (BIANEEANIES SCHF) , SRS TR A AL B
* Streaming #iX: ARG, BALEM (GEHR) e R, SCRH AR H P 4R .

TEAFRE T, FADRAZIaA T ESP-PPQ HH ALY, I J] ESP-DL AR RAL 5 iy int A2 .

o BEHTIE
o BAFI

— Gl A A AR AR

- AFARGEH®

- BFARNEE M TIERIE
o M IHE

3.8.1 e 11k

1. %% ESP_IDF
2. 4% ESP_PPQ
382 BoMIHiAL

2%l

Al § 45 Ay ind AR

FRP AR R 2R 2 | X BL{{ A Temporal Convolutional Network(TCN) {3l , ANZEII AT HATE I TR
TR, XERSZAEEAT . HEBRIEREE S5, RIREK.

RS A T TON AL models.py (BEZAESEHE, QUHTHEUR).
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ESP-PPQ #24t T A sh i 55 Th 68, ] DART AL B i s g i A2 . i3 auto_streaming=True £
%, ESP-PPQ H BlAb P i X HE BRI SR (A A 4,

Tk
« Offline *ﬁi)t R A& — B e B, input shape 75 B [H] 4E 5 _F 1 size — i LB (40 (1
16, 15]).
o Streaming #3X, WAL AR ESEHE, TERAIZE LY size /0N, PEECSERHACFRAGEI/N (60
(1, 16, 31),
A ghif X

ESP-PPQ i it B b i FE /) auto_streaming=True AR H 3 X EHhae. B EE )G,
ESP-PPQ £ H Bl e 8 DA SO 2 B

L TR PABURIE 1Y B
2. B ECRAS A BEAYE R ] s _E TR 3L
3. A GE ARt S LA ACAD

FI ahine X1 T 5ag

ESP-PPQ "1y H B il st o i A &), e R B B0 A St reamingCache 55 PASEE ] 1R
SCPRER o A R BER AT I

L 5Tk
o SRR FREE R BRSO WAL B SR UEAE (B0 conv, AveragePool,
MaxPool, Coanranspose)
o SGETE T RTREN R LR SCRRIE R s i S SATHARAE (I3 Relu, Add.
MatMul. LayerNorm),
2. WO/ 3T SRR A T, ESP-PPQ ARYEDPA R R IT BT R A7 11 K/ - Kernel size
and dilation rates - Padding configuration - Stride values
T R/INRSE T 77 RG22 0 7 ST RE IE A 13324 i ot
3. StreamingCache 15 i{fi A ESP-PPQ £ i B T2 Hiffi A StreamingCache 7 &, XLy &
- YE3P Ty ST 3 B B 1 Ze X - PR RESK B R AR AR N G AE BT 11 - DR R 4R A 1 A T - H@ﬁ
Ml X 5 DATEA T TE A 4 Hf ) Ak 2
4. B o TR, ESP-PPQ IHBEIFEILE : - RERRIEARIITE A 1 S AR T - PRAF SR
AT 7 DA S R PR SR AL 2
PR RN E 2% 5 0
o HBhEA AR R b S A BT S AR I ) A
EmXi‘%‘s{’EiﬁEmE’JﬁTlEﬂﬁﬂiﬁ%? A RETR T A B R
o EERIR IR 4EEYS AN 1 (Al T streaming_table BRE)

PAT @ il B shif X se i s )«

# AR AR
quant_ppqg_graph = espdl_guantize_torch(
model=model,
espdl_export_file=ESPDL_MODEL_PATH,
calib_dataloader=dataloader,
calib_steps=32, # & F ¥
input_shape=INPUT_SHAPE, # @& 4 # & i A\ %k
inputs=None,
target=TARGET, # =1L H 47 % A
# =

num_of_bits=NUM_OF_BITS, A %
dispatching_override=None,
device=DEVICE,
error_report=True,
skip_export=False,
Qi)
Espressif Systems 52 Release v3.2.2-3-gdd0797170c

Submit Document Feedback



https://www.espressif.com/zh-hans/company/documents/documentation_feedback?docId=&sections=&version=Release v3.2.2-3-gdd0797170c%20for 

Chapter 3. Tutorials

export_test_values=True,
verbose=1, # il HFHHE EE R
)

# EHR e ESRS R AR

quant_ppg_graph = espdl_quantize_torch
model=model,
espdl_export_file=ESPDL_STEAMING_MODEL_PATH,
calib_dataloader=dataloader,
calib_steps=32,
input_shape=INPUT_SHAPE,
inputs=None,
target=TARGET,
num_of_ bits=NUM_OF_BITS,
dispatching_override=None,
device=DEVICE,
error_report=True,
skip_export=False,
export_test_values=False,
verbose=1,
auto_streaming=True, # & J B o i = 4% i
streaming_input_shape=[1, 16, 31, # Ji & 1 & 0 %4 A\ Bk
streaming_table=None,

3.8.3 BIRIILE

2257 B, s S A S S AU S I A O

Frik: ERHAOEIUIMBAERT vk, WS HESH, XKEAHTE:

o hofeT Ho gk e i X AL A
o JefTit TR 2

TEVEA BT, BRI BOSURYe, TIR R TR — U PR A . SRR U AL T S,
IIBELES RRFISIOARES . 08 FUBLLSESAST IS 009G, L app_main
YATE

dl::TensorBase *run_streaming _model (dl::Model *model, dl::TensorBase *test_input)
{

std: :map<std::string, dl::TensorBase *> model_inputs = model->get_inputs();

dl::TensorBase *model_input = model_inputs.begin()->second;
std: :map<std::string, dl::TensorBase *> model_outputs = model->get_outputs();
dl::TensorBase *model_output = model_outputs.begin()->second;

if (!'test_input) {
ESP_LOGE (TAG,
"Model input doesn't have a corresponding test input. Please.
—enable export_test_values option "
"in esp-ppg when export espdl model.");
return nullptr;

int test_input_size = test_input->get_bytes();

uint8_t *test_input_ptr = (uint8_t *)test_input->data;
int model_input_size = model_input->get_bytes();
uint8_t “*model_input_ptr = (uint8_t *)model_input->data;
int chunks = test_input_size / model_input_size;
(N oiaRs:)
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(& b))
for (int i = 0; i < chunks; i++) |
// assign chunk data to model input
memcpy (model_input_ptr, test_input_ptr + i * model_input_size, model_input_
—size);

model->run (model_input);

}

return model_output;
i

AT IR SV AL (P R SN S G A B B S AUE BE . BRI B B R,
IR B Sh 43P DA DRI B 22 1

i
o B R R AR 52 i AN S I U A i AN EE SRR
 ESP-DL i zUHEA 5 S AR RSB, [ ERE AR A5fa B
o IR Y ey - SRR AR I e 1 i S 40 DR
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Chapter 4

API Reference

4.1 Tensor API Reference

Tensor is the fundamental data type in esp-dl, used for storing multi-type data such as int8, int16, float, etc., similar
to the tensor in PyTorch. We have implemented some common tensor operations. Please refer to the following APIs
for details.

4.1.1 Header File

* esp-dl/dl/tensor/include/d]_tensor_base.hpp

4.1.2 Classes

class TensorBase
This class is designed according to PyTorch Tensor. TensorBase is required to ensure that the first address are
aligned to 16 bytes and the memory size should be a multiple of 16 bytes.

TODO:: Implement more functions

Public Functions

TensorBase (std::vector<int> shape, const void *element, int exponent = 0, dtype_t dtype =
DATA_TYPE_FLOAT, bool deep = true, uint32_t caps = MALLOC_CAP_DEFAULT)

Construct a TensorBase object.

S8
* shape —Shape of tensor

¢ element —Pointer of data

¢ exponent —Exponent of tensor, default is 0

* dtype —Data type of element, default is float

¢ deep —True: malloc memory and copy data, false: use the pointer directly

* caps —Bitwise OR of MALLOC_CAP_* flags indicating the type of memory to be
returned

inline virtual ~TensorBase ()

Destroy the TensorBase object.
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bool assign (TensorBase *tensor)
Assign tensor to this tensor.

¥ tensor —

R[] true if assign successfully, otherwise false.

bool assign (std::vector<int> shape, const void *element, int exponent, dtype_t dtype)

Assign data to this tensor.

* shape -
* element —
* exponent —
e dtype -
R A] true if assign successfully, otherwise false.

inline int get_size ()

Get the size of Tensor.
J&[A| the size of Tensor.

inline int get _aligned_size ()

Get the aligned size of Tensor.
R the aligned size of Tensor.

inline size_t get_dtype_bytes ()
Get the dtype size, in bytes.

iR\ the size of dtype.

inline const char *get_dtype_string ()
Get the dtype string of Tensor.

iR\ the string of Tensor’ s dtype.

inline int get_bytes ()
Get the bytes of Tensor.
R the bytes of Tensor.
inline int get _aligned_bytes ()
Get the bytes of Tensor.
&[] the bytes of Tensor.

inline virtual void *get_element_ptr ()

Get data pointer. If cache(preload data pointer) is not null, return cache pointer, otherwise return data

pointer.
R[] the pointer of Tensor’ s data

template<typename T>
inline T *get_element_ptr ()

Get data pointer by the specified template. If cache(preload data pointer) is not null, return cache pointer,

otherwise return data pointer.
i’ [A] the pointer of Tensor’ s data

TensorBase &set_element_ptr (void *data)
Set the data pointer of Tensor.

%% data —point to data memory
R’ TensorBase& self
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inline std::vector<int> get_shape ()

Get the shape of Tensor.
R std::vector<int> the shape of Tensor

TensorBase & set_shape (const std::vector<int> shape)
Set the shape of Tensor.
¥t shape —the shape of Tensor.
j&[A] Tensor.
inline int get _exponent ()

Get the exponent of Tensor.
R int the exponent of Tensor

inline dtype_t get_dtype ()
Get the data type of Tensor.

RN dtype_t the data type of Tensor

inline uint32_t get_caps ()

Get the memory flags of Tensor.
iR A] uint32_t the memory flags of Tensor
TensorBase *reshape (std::vector<int> shape)
Change a new shape to the Tensor without changing its data.

%% shape —the target shape
BM| TensorBase *self

template<typename T>
TensorBase *£1ip (const std::vector<int> &axes)
Flip the input Tensor along the specified axes.
¥ axes —the specified axes
W’ TensorBase& self
TensorBase *transpose (TensorBase *input, std::vector<int> perm = { })
Reverse or permute the axes of the input Tensor.
S8
e input —the input Tensor
* perm —the new arrangement of the dims. if perm == {}, the dims arrangement will be

reversed.
kA8l TensorBase *self

template<typename T>
TensorBase *transpose (T *input_element, std::vector<int> &input_shape, std::vector<int>
&input_axis_offset, std::vector<int> &perm)

Reverse or permute the axes of the input Tensor.

BH
* input_element -the input data pointer
* input_shape —the input data shape
e input_axis_offset —the input data axis offset
¢ perm —the new arrangement of the dims. if perm == {}, the dims arrangement will be

reversed.
Bl TensorBase *self
bool is_same_shape (TensorBase *tensor)

Check the shape is the same as the shape of input.

%%} tensor —Input tensor pointer
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A
e true: same shape
* false: not

bool equal (TensorBase *tensor, float epsilon = 1e-6, bool verbose = false)
Compare the shape and data of two Tensor.
e
* tensor —Input tensor
¢ epsilon —The max error of two element

* verbose —If true, print the detail of results
& A] true if two tensor is equal otherwise false

TensorBase *s1lice (const std::vector<int> &start, const std::vector<int> &end, const std::vector<int>
&axes = { }, const std::vector<int> &step = {})

Produces a slice of the this tensor along multiple axes.

B e The length of start, end and step must be same as the shape of input tensor

¢ start —Starting indicesd
* end —Ending indices
* axes —Axes that starts and ends apply to.
* step —Slice step, step = 1 if step is not specified
iR \] TensorBase* Output tensor pointer, created by this slice function

template<typename T>
TensorBase *pad (T *input_element, const std::vector<int> &input_shape, const std::vector<int> &pads,

const padding_mode_t mode, TensorBase *const_value = nullptr)

Pad input tensor.

S8
e input_element —Data pointer of input tensor
* input_shape —Shape of input tensor
¢ pads —The number of padding elements to add, pads format should be: [x1_begin,
x2_begin, -+, x1_end, x2_end, ]
¢ mode —Supported modes: constant(default), reflect, edge
* const_value —(Optional) A scalar value to be used if the mode chosen is constant

iR [A] Output tensor pointer

TensorBase *pad ( TensorBase *input, const std::vector<int> &pads, const padding_mode_t mode,
TensorBase *const_value = nullptr)

Pad input tensor.

SH
e input —Input tensor pointer
¢ pads —Padding elements to add, pads format should be: [x1_begin, x2_begin, -,
x1_end, x2_end, -]
* mode —Supported modes: constant(default), reflect, edge
¢ const_value —(Optional) A scalar value to be used if the mode chosen is constant

&M Output tensor pointer
template<typename T>
bool compare_elements (const 7 *gt_elements, float epsilon = 1e-6, bool verbose = false)
Compare the elements of two Tensor.

S
* gt_elements —The ground truth elements

¢ epsilon —The max error of two element
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* verbose —If true, print the detail of results
J&A| true if all elements are equal otherwise false
int get_element_index (const std::vector<int> &axis_index)
Get the index of element.
¥ axis_index —The coordinates of element
J&[H] int the index of element
std::vector<int> get_element_coordinates (int index)
Get the coordinates of element.

%% index —The index of element
& [A] The coordinates of element

template<typename T>
T get_element (int index)
Get a element of Tensor by index.

2% index —The index of element
&[] The element of tensor

template<typename T>
T get_element (const std::vector<int> &axis_index)
Get a element of Tensor.
%% axis_index —The index of element
j&[a] The element of tensor
size_t set_preload_addr (void *addr, size_t size)
Set preload address of Tensor.
SH
e addr —The address of preload data
* size —Size of preload data
&[] The size of preload data
inline virtual void preload ()

Preload the data of Tensor.

void reset_bias_layout (quant_type_t op_quant_type, bool is_depthwise)
Reset the layout of Tensor.

fgft2: Only available for Convolution. Don’ t use it unless you know exactly what it does.

e
¢ op_quant_type —The quant type of operation
¢ is_depthwise —Whether is depthwise convolution

void push (TensorBase *new_tensor, int dim)

Push new_tensor to current tensor. The time series dimension size of new tensor must is lesser or equal
than that of the current tensor.” .

B8
* new_tensor —The new tensor will be pushed
¢ dim —Specify the dimension on which to perform streaming stack pushes

virtual void print (bool print_data = false)

print the information of TensorBase

%% print_data —Whether print the data
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Public Members

int size

size of element including padding

std::vector<int> shape

shape of Tensor

dtype_t dtype

data type of element

int exponent

exponent of element

bool auto_£free

free element when object destroy

std::vector<int> axis_offset

element offset of each axis

void *data

data pointer

void *cache

cache pointer, used for preload and do not need to free

uint32_t caps

flags indicating the type of memory

Public Static Functions

static void s1lice (7ensorBase *input, TensorBase *output, const std::vector<int> &start, const
std::vector<int> &end, const std::vector<int> &axes = { }, const std::vector<int> &step =

{h

Produces a slice along multiple axes.

#xMe: The length of start, end and step must be same as the shape of input tensor

* input —Input Tensor

¢ output —Output Tensor

e start —Starting indicesd

* end -Ending indices

¢ axes —Axes that starts and ends apply to.

» step —Slice step, step = 1 if step is not specified
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4.2 Module API Reference

The Module is the base class for operators in esp-dl, and all operators inherit from this base class. This base class
defines the basic interfaces for operators, enabling the model layer to automatically execute operators and manage
memory planning.

4.2.1 Header File

¢ esp-dl/dl/module/include/dl_module_base.hpp

4.2.2 Classes

class Module

Base class for module.

Public Functions

Module (const char *name = NULL, module_inplace_t inplace = MODULE_NON_INPLACE,
quant_type_t quant_type = QUANT_TYPE_NONE)

Construct a new Module object.
B8
* name —Name of module.
* inplace -Inplace operation mode
* quant_type —Quantization type
virtual ~Module ()

Destroy the Module object. Return resource.
inline virtual std::vector<int> get_outputs_index ()
Get the tensor index of this module’ s outputs.
&\ Tensor index of model’ s tensors

virtual std::vector<std::vector<int» get_output_shape (std::vector<std::vector<int» &input_shapes) =
0

Calculate output shape by input shape.
Z¥( input_shapes —Input shapes
iR [H] outputs shapes

virtual void forward (ModelContext *context, runtime_mode_t mode = RUNTIME_MODE_AUTO) =0
Build the module, high-level interface for Module layer.
ZH
* context —Model context including all inputs and outputs and other runtime informa-
tion
¢ mode —Runtime mode, default is RUNTIME_MODE_AUTO
inline virtual void forward_args (void *args)

Run the module, Low-level interface for base layer and multi-core processing.
¥ args —ArgsType, arithArgsType, resizeArgsType and so on

inline virtual void print ()

print module information
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inline virtual void set_preload_addr (void *addr, size_t size)
set preload RAM pointer
ZH
¢ addr —Internal RAM address, should be aligned to 16 bytes
e size —The size of RAM address
inline virtual void preload ()

Perform a preload operation.

it Not implemented

inline virtual void reset ()

reset all state of module, include inputs, outputs and preload cache setting

virtual void run ( TensorBase *input, TensorBase *output, runtime_mode_t mode =
RUNTIME_MODE_SINGLE_CORE)

Run the module with single input and single output.
e
* input —Input tensor

* output —Output tensor
¢ mode —Runtime mode

virtual void run (std::vector<dl::TensorBase*> inputs, std::vector<dl::TensorBase*> outputs,
runtime_mode_t mode = RUNTIME_MODE_SINGLE_CORE)

Run the module by inputs and outputs.

28
* inputs —Input tensors
* outputs —Output tensors
* mode —Runtime mode

Public Members

char *name

Name of module.

module_inplace_t inplace

Inplace type.

quant_type_t quant_type

Quantization type.

std::vector<int>m_inputs_index

Tensor index of model’ s tensors that used for inputs.

std::vector<int>m_outputs_index

Tensor index of model’ s tensors that used for outputs.

Public Static Functions
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static inline Module *deserialize (fbs::FbsModel *fbs_model, std::string node_name)
create module instance by node serialization information
BH
* fbs_model —Flatbuffer’ s model

* node_name —The node name in model’ s graph
& [Al The pointer of module instance

4.2.3 Header File

* esp-dl/dl/module/include/dl_module_creator.hpp

4.2.4 Classes

class ModuleCreator

Singleton class for registering modules.

Public Types

using Creator = std::function<Module*(fbs::FbsModel*, std::string)>

Module creator function type.

Public Functions

inline void register_module (const std::string &op_type, Creator creator)

Register a module creator to the module creator map This function allows for the dynamic registration of
new module types and their corresponding creator functions at runtime. By associating the module type
name with the creator function, the system can flexibly create instances of various modules.

S8
* op_type —The module type name, used as the key in the map
* creator —The module creator function, used to create modules of a specific type
inline Module *create (fbs::FbsModel *fbs_model, const std::string &op_type, const std::string name)
Create module instance pointer.
S8
e fbs_model —Flatbuffer model pointer
* op_type —Module/Operator type
* name —Module name
&0l Module instance pointer
inline void register_dl_modules ()
Pre-register the already implemented modules.
inline void print ()
Print all modules has been registered.
inline void clear ()

Clear all modules has been registered.
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Public Static Functions

static inline ModuleCreator *get_instance ()

Get instance of ModuleCreator by this function. It is only safe method to get instance of ModuleCreator
because ModuleCreator is a singleton class.

R Ial ModuleCreator instance pointer

4.3 Model API Reference

This section covers model loading and static memory planning, making it convenient for users to directly load and
run ESPDL models.

4.3.1 Header File

* esp-dl/dl/model/include/d]_model_base.hpp

4.3.2 Macros

DL_LOG_INFER_LATENCY INIT_WITH_SIZE (size)
DL_LOG_INFER_LATENCY INIT ()
DL_LOG_INFER_LATENCY_ START ()
DI_LOG_INFER_LATENCY_ END ()
DI_LOG_INFER_LATENCY PRINT (prefix, key)
DI_LOG_INFER_LATENCY END_PRINT (prefix, key)
DL_LOG_INFER_LATENCY ARRAY INIT_WITH_SIZE (n, size)
DL_LOG_INFER_LATENCY ARRAY INIT (n)
DL_LOG_INFER_LATENCY ARRAY_ START (i)
DI_LOG_INFER_LATENCY ARRAY_ END (i)
DI_LOG_INFER_LATENCY ARRAY_ PRINT (i, prefix, key)

DL_LOG_INFER_LATENCY ARRAY END_PRINT (i, prefix, key)

4.3.3 C(Classes

class Model
Neural Network Model.

Public Functions
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Model (const char *rodata_address_or_partition_label_or_path, fbs::model_location_type_t location =
fbs::MODEL_LOCATION_IN_FLASH_RODATA, int max_internal_size = 0,

memory_manager_t mm_type = MEMORY_MANAGER_GREEDY, const uint8_t *key = nullptr,

bool param_copy = true)

Create the Model object by rodata address or partition label.

B8

rodata_address_or_partition_label_or_path -The address of model
data while location is MODEL_LOCATION_IN_FLASH_RODATA. The label of par-
tition while location is MODEL_LOCATION_IN_FLASH_PARTITION. The path of
model while location is MODEL_LOCATION_IN_SDCARD.

location —The model location.

max_internal_size -Inbytes. Limit the max internal size usage. Only take effect
when there’ s a PSRAM, and you want to alloc memory on internal RAM first.
mm_type —Type of memory manager

key —The key of encrypted model.

param_copy —Set to false to avoid copy model parameters from FLASH to
PSRAM. Only set this param to false when your PSRAM resource is very
tight.  This saves PSRAM and sacrifices the performance of model inference
because the frequency of PSRAM is higher than FLASH. Only takes effect
when MODEL_LOCATION_IN_FLASH_RODATA(CONFIG_SPIRAM_RODATA
not set) or MODEL_LOCATION_IN_FLASH_PARTITION.

Model (const char *rodata_address_or_partition_label_or_path, int model_index,
fbs::model_location_type_t location = fbs::MODEL_LOCATION_IN_FLASH_RODATA, int

max_internal_size = 0, memory_manager_t mm_type = MEMORY_MANAGER_GREEDY, const

uint8_t *key = nullptr, bool param_copy = true)

Create the Model object by rodata address or partition label.

S8

rodata_address_or_partition_label_or_path —The address of model
data while location is MODEL_LOCATION_IN_FLASH_RODATA. The label of par-
tition while location is MODEL_LOCATION_IN_FLASH_PARTITION. The path of
model while location is MODEL_LOCATION _IN_SDCARD.

model_index —The model index of packed models.

location —The model location.

max_internal_size —In bytes. Limit the max internal size usage. Only take effect
when there’ s a PSRAM, and you want to alloc memory on internal RAM first.
mm_type —Type of memory manager

key —The key of encrypted model.

param_copy —Set to false to avoid copy model parameters from FLASH to
PSRAM. Only set this param to false when your PSRAM resource is very
tight. This saves PSRAM and sacrifices the performance of model inference
because the frequency of PSRAM is higher than FLASH. Only takes effect
when MODEL_LOCATION_IN_FLASH_RODATA(CONFIG_SPIRAM_RODATA
not set) or MODEL_LOCATION_IN_FLASH_PARTITION.

Model (const char *rodata_address_or_partition_label_or_path, const char *model_name,
fbs::model_location_type_t location = fbs::MODEL_LOCATION_IN_FLASH_RODATA, int

max_internal_size = 0, memory_manager_t mm_type = MEMORY_MANAGER_GREEDY, const

uint8_t *key = nullptr, bool param_copy = true)

Create the Model object by rodata address or partition label.

rodata_address_or_partition_label_or_path —The address of model
data while location is MODEL_LOCATION_IN_FLASH_RODATA. The label of par-
tition while location is MODEL_LOCATION_IN_FLASH_PARTITION. The path of
model while location is MODEL_LOCATION_IN_SDCARD.

model_name -The model name of packed models.

location —The model location.
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* max_internal_size -In bytes. Limit the max internal size usage. Only take effect
when there’ s a PSRAM, and you want to alloc memory on internal RAM first.

* mm_type —Type of memory manager

* key —The key of encrypted model.

e param_copy —Set to false to avoid copy model parameters from FLASH to
PSRAM. Only set this param to false when your PSRAM resource is very
tight. This saves PSRAM and sacrifices the performance of model inference
because the frequency of PSRAM is higher than FLASH. Only takes effect
when MODEL_LOCATION_IN_FLASH_RODATA(CONFIG_SPIRAM_RODATA
not set) or MODEL_LOCATION_IN_FLASH_PARTITION.

Model (fbs::FbsModel *fbs_model, int internal_size = 0, memory_manager_t mm_type =
MEMORY_MANAGER_GREEDY)

Create the Model object by fbs_model.

BH
* fbs_model -The fbs model.
* internal_size —Internal ram size, in bytes
* mm_type -Type of memory manager

virtual ~Model ()
Destroy the Model object.

virtual esp_err_t load (const char *rodata_address_or_partition_label_or_path, fbs::model_location_type_t
location = fbs:MODEL_LOCATION_IN_FLASH_RODATA, const uint§_t *key
= nullptr, bool param_copy = true)

Load model graph and parameters from FLASH or sdcard.

BH

* rodata_address_or_partition_label_or_path —The address of model
data while location is MODEL_LOCATION_IN_FLASH_RODATA. The label of par-
tition while location is MODEL_LOCATION_IN_FLASH_PARTITION. The path of
model while location is MODEL_LOCATION_IN_SDCARD.

* location —The model location.

* key —The key of encrypted model.

* param_copy —Set to false to avoid copy model parameters from FLASH to
PSRAM. Only set this param to false when your PSRAM resource is very
tight.  This saves PSRAM and sacrifices the performance of model inference
because the frequency of PSRAM is higher than FLASH. Only takes effect
when MODEL_LOCATION_IN_FLASH_RODATA(CONFIG_SPIRAM_RODATA
not set) or MODEL_LOCATION_IN_FLASH_PARTITION.

B
* ESP_OK Success
* ESP_FAIL Failed

virtual esp_err_t 1oad (const char *rodata_address_or_partition_label_or_path, fbs::model_location_type_t
location = fbs::MODEL_LOCATION_IN_FLASH_RODATA, int model_index =
0, const uint8_t *key = nullptr, bool param_copy = true)

Load model graph and parameters from FLASH or sdcard.

S

* rodata_address_or_partition_label_or_path —The address of model
data while location is MODEL_LOCATION_IN_FLASH_RODATA. The label of par-
tition while location is MODEL_LOCATION_IN_FLASH_PARTITION. The path of
model while location is MODEL_LOCATION_IN_SDCARD.

* location —The model location.

* model_index -The model index of packed models.

¢ key —The key of encrypted model.

e param_copy —Set to false to avoid copy model parameters from FLASH to
PSRAM. Only set this param to false when your PSRAM resource is very
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tight.  This saves PSRAM and sacrifices the performance of model inference
because the frequency of PSRAM is higher than FLASH. Only takes effect
when MODEL_LOCATION_IN_FLASH_RODATA(CONFIG_SPIRAM_RODATA
not set) or MODEL_LOCATION_IN_FLASH_PARTITION.
Bl
« ESP_OK Success
o ESP_FAIL Failed

virtual esp_err_t 1oad (const char *rodata_address_or_partition_label_or_path, fbs::model_location_type_t
location = fbs::MODEL_LOCATION_IN_FLASH_RODATA, const char
*model_name = nullptr, const uint8_t *key = nullptr, bool param_copy = true)

Load model graph and parameters from FLASH or sdcard.

¢ rodata_address_or_partition_label_or_path —The address of model
data while location is MODEL_LOCATION_IN_FLASH_RODATA. The label of par-
tition while location is MODEL_LOCATION_IN_FLASH_PARTITION. The path of
model while location is MODEL_LOCATION_IN_SDCARD.

* location —The model location.

¢ model_name —The model name of packed models.

* key —The key of encrypted model.

* param_copy —Set to false to avoid copy model parameters from FLASH to
PSRAM. Only set this param to false when your PSRAM resource is very
tight.  This saves PSRAM and sacrifices the performance of model inference
because the frequency of PSRAM is higher than FLASH. Only takes effect
when MODEL_LOCATION_IN_FLASH_RODATA(CONFIG_SPIRAM_RODATA
not set) or MODEL_LOCATION_IN_FLASH_PARTITION.

B
* ESP_OK Success
e ESP_FAIL Failed

virtual esp_err_t load (fbs::FbsModel *fbs_model)

Load model graph and parameters from Flatbuffers model.

%% fbs_model —The FlatBuffers model
A

* ESP_OK Success

e ESP_FAIL Failed

virtual void build (size_t max_internal_size, memory_manager_t mm_type =
MEMORY_MANAGER_GREEDY, bool preload = false)
Allocate memory for the model.
S8
* max_internal_size -In bytes. Limit the max internal size usage. Only take effect
when there’ s a PSRAM, and you want to alloc memory on internal RAM first.
* mm_type —Type of memory manager
e preload —Whether to preload the model’ s parameters to internal ram (not imple-
mented yet)

virtual void run (runtime_mode_t mode = RUNTIME_MODE_SINGLE_CORE)
Run the model module by module.
%% mode —Runtime mode.
virtual void run ( TensorBase *input, runtime_mode_t mode = RUNTIME_MODE_SINGLE_CORE)

Run the model module by module.

B
* input —The model input.
¢ mode —Runtime mode.
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virtual void run (std::map<std::string, TensorBase*> &user_inputs, runtime_mode_t mode =
RUNTIME_MODE_SINGLE_CORE, std::map<std::string, TensorBase*> user_outputs =
{H
Run the model module by module.

e user_inputs —The model inputs.

* mode —Runtime mode.

e user_outputs -It’ s for debug to specify the output of the intermediate layer; Under
normal use, there is no need to pass a value to this parameter. If no parameter is passed,
the default is the graphical output, which can be obtained through Model::get_outputs().

void minimize ()
Minimize the model.
esp_err_ttest ()

Test whether the model inference result is correct. The model should contain test_inputs and test_outputs.
Enable export_test_values option in esp-ppq to use this api.

Rl esp_err_t
std::map<std::string, mem_info_t> get_memory_info ()
Get memory info.
RN Memory usage statistics on internal and PSRAM.

std::map<std::string, module_info> get_module_info ()
Get module info.

iR\l return Type and latency of each module.

void print_module_info (const std::map<std::string, module_info> &info, bool
sort_module_by_latency = false)

Print the module info obtained by get_module_info function.

S8
e info -
* sort_module_by_latency -

void profile_memory ()

Print model memory summary.

void profile_module (bool sort_module_by_latency = false)
Print module info summary. (Name, Type, Latency)

%¥ sort_module_by_latency —True The module is printed in latency decreasing
sort. False The module is printed in ONNX topological sort.

void profile (bool sort_module_by_latency = false)

Combination of profile_memory & profile_module.

%% sort_module_by_ latency -True The module is printed in latency decreasing
sort. False The module is printed in ONNX topological sort.

virtual std::map<std::string, TensorBase*> &get_inputs ()
Get inputs of model.

J&[A] The map of model input’ s name and TensorBase*

virtual TensorBase *get_input ()

Get the only input of model.
jJ&[n] TensorBase*
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virtual TensorBase *get_input (const std::string &name)

Get input of model by name.

%% name —input name
B\ TensorBase*

virtual TensorBase *get_intermediate (const std::string &name)

Get intermediate TensorBase of model.

% 7¥: When using memory manager, the content of TensorBase’ s data may be overwritten by the
outputs of other

% ¥t name —The name of intermediate Tensor. operators.
&[0 The intermediate TensorBase*.

virtual std::map<std::string, TensorBase*> &get_outputs ()
Get outputs of model.

&M The map of model output’ s name and TensorBase*

virtual TensorBase *get_output ()
Get the only output of model.

& [a] TensorBase*

virtual TensorBase *get_output (const std::string &name)

Get output of model by name.

%%{ name —output name
&\l TensorBase*

std::string get_metadata_prop (const std::string &key)
Get the model’ s metadata prop.

%% key —The key of metadata prop
&[] The value of metadata prop

virtual void print ()
Print the model.

inline virtual fbs::FbsModel *get_fbs_model ()
Get the fbs model instance.

R\l fbs::FbsModel *

4.3.4 Header File

* esp-dl/dl/model/include/d]_model_context.hpp

4.3.5 Macros

CONTEXT_PARAMETER_OFFSET

Offset for parameter tensors
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4.3.6 Classes

class ModelContext

Model Context class including variable tensors and parameters.

Public Functions

inline ModelContext ()
Constructor for ModelContext. Initializes the PSRAM and internal root pointers to nullptr.

inline ~ModelContext ()
Destructor for ModelContext. Clears all resources and tensors.

int add_tensor (const std::string name, bool is_paramter = false, TensorBase *tensor = nullptr)
Adds a tensor to the parameter or variable list.
S8
* name —The name of the tensor.
* is_paramter —~Whether the tensor is a parameter (default: false).
* tensor —Pointer to the TensorBase object (default: nullptr).
jJ&[A| int Returns the index of the added tensor.
int push_back_tensor (TensorBase *tensor, bool is_paramter = false)
Push back a tensor.
S8
* tensor —Pointer to the TensorBase object.
* is_paramter —Whether the tensor is a parameter (default: false).
J&[H| int Returns the index of the added tensor.
void update_tensor (int index, TensorBase *tensor)
Updates the tensor at the specified index.
BY
e index —The index of the tensor to update.
* tensor —Pointer to the new TensorBase object.
TensorBase *get_tensor (int index)
Gets the tensor by its index.
%% index —The index of the tensor.
izl TensorBase* Returns the pointer to the TensorBase object, or nullptr if the index is in-
valid.
TensorBase *get _tensor (const std::string &name)
Gets the tensor by its name.
%% name —The name of the tensor.
i’ [H] TensorBase* Returns the pointer to the TensorBase object, or nullptr if the name is not
found.
int get_tensor_index (const std::string &name)
Gets the tensor index by its name.
%% name —The name of the tensor.
&[A] int Returns index if the name is found, else -1
int get_variable_index (const std::string &name)
Gets the variable tensor index by its name.

%% name —The name of the tensor.
&[] int Returns index if the name is found and is variable tensor, else -1
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inline int get _variable_count ()

Gets the count of variable tensors.
& [A] int Returns the number of variable tensors.

inline int get _parameter_count ()

Gets the count of parameter tensors.
iz A] int Returns the number of parameter tensors.

bool root_alloc (size_t internal_size, size_t psram_size, int alignment = 16)
Allocates memory for PSRAM and internal roots.
e internal_size —The size of the internal memory in bytes.
e psram_size —The size of the PSRAM memory in bytes.
* alignment —The alignment of the memory in bytes.
& [A] Bool Return true if the allocation is successful, false otherwise.

inline void *get_psram_root ()
Gets the pointer to the PSRAM root.
&Ml Void* Returns the pointer to the PSRAM root.

inline void *get_internal_root ()

Gets the pointer to the internal root.
RNl Void* Returns the pointer to the internal root.

size_t get_parameter_memory_size (mem_info_t &mem_info, bool copy)
Gets the size of the parameters in bytes.
* mem_info —The size of the memory used by the parameters in bytes, filtered by copy
option.
» copy —Filter the parameters by auto_free.
R size_t Returns the total size of the parameters memory in bytes.

size_t get_variable_memory_size (mem_info_t &mem_info)

Get the variable memory size object.

¥t mem_info —The size of the memory used by the variables in bytes.
i’ [A] size_t Returns the total size of the variables memory in bytes.

inline void root_free ()

Frees the memory allocated for PSRAM and internal roots. This function ensures proper cleanup of
allocated memory.

inline void minimize ()

Minimizes the context by clearing the name-to-index map. This is used to free unnecessary intermediate
variables during the inference.

inline void clear ()

Clears all resources and tensors in the context. This includes clearing variables, parameters, name-to-
index map, and freeing memory.

Public Members

std::vector<TensorBase*>m_variables

Variable tensors of model, the first one is nullptr
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std::vector<TensorBase*>m_parameters

Parameters of model, the first one is nullptr

4.3.7 Header File

* esp-dl/dl/model/include/d]_memory_manager.hpp

4.3.8 Classes

class MemoryManagerBase

Memory manager base class, each model has its own memory manager TODO: share memory manager with
different models.

Subclassed by dI::MemoryManagerGreedy

Public Functions

inline MemoryManagerBase (int alignment = 16)

Construct a new Memory Manager Base object.
%% alignment —Memory address alignment

inline virtual ~MemoryManagerBase ()

Destroy the MemoryManager object. Return resource.

virtual bool alloc (fbs::FbsModel *tbs_model, std::vector<dl::module::Module*> &execution_plan,
ModelContext *context) =0

Allocate memory for each tensor, include all input and output tensors.
BH
¢ fbs_model —FlatBuffer’ s Model
* execution_plan -Topological sorted module list

e context —Model context
&I\l Bool Return true if the allocation is successful, false otherwise.

Public Members

int alignment

The root pointer needs to be aligned must be a power of two

class TensorInfo

Tensor info, include tensor name, shape, dtype, size, time range and call times, which is used to plan model
memory.

Public Functions

TensorInfo (std:string &name, int time_begin, int time_end, std::vector<int> shape, dtype_t dtype, int
exponent, bool is_internal = false)

Construct a new Tensor Info object.

B8
¢ name —Tensor name
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* time_begin —Tensor lifetime begin

* time_end —Tensor lifetime end

* shape —Tensor shape

* dtype —Tensor dtype

¢ exponent —Tensor exponent

¢ is_internal —Is tensor in internal RAM or not

inline ~TensorInfo ()
Destroy the Tensor Info object.

void set_inplace_leader_tensor (Tensorinfo *tensor)

Set the inplace leader tensor object.
%% tensor —Inplace leader tensor

inline void set_inplace_follower_dirty_tensor (Tensorinfo *tensor)
Set the inplace follower dirty tensor object.

%% tensor —Inplace follower dirty tensor

inline void set_inplace_follower_clean_tensor (Tensorlnfo *tensor)
Set the inplace follower clean tensor object.

% ¥ tensor —Inplace follower clean tensor

inline std::pair<Tensorinfo*, TensorInfo*> get _inplace_follower_tensor ()
Get the inplace follower tensor object.

iR’ H] std::pair<TensorInfo *, TensorInfo *>
void update_time (int new_time)
Update Tensor lifetime.

%% new_time —new tensor lifetime

TensorBase *create_tensor (void *internal_root, void *psram_root)

Create a TensorBase object according to Tensorlnfo.

S8
e internal_root —Internal RAM root pointer
¢ psram_root —PSRAM root pointer

izl TensorBase*

inline bool is_inplaced ()

Is inplaced or not.
R true if inplaced else false

inline uint32_t get_offset ()
Get the tensor offset.

JRE] uint32_t

inline void set_offset (uint32_t offset)
Set the tensor offset.

¥ offset —

inline uint32_t get _internal_offset ()
Get the internal offset.

B&[A] uint32_t

inline bool get_internal_state ()
Get the internal state.

&[A] true if is internal else false
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inline void set _internal_state (bool is_internal)
Set the internal state.
%% is_internal -
inline void set_internal_offset (uint32_t offset)
Set the internal offset.
¥ offset -
inline int get_time_end ()
Get the liftetime end.
J&[A| int
inline int get_time_begin ()
Get the liftetime begin.
Rl int
inline size_t get_size ()
Get the tensor size.
BA] size_t
inline std::string get_name ()
Get the tensor name.
R[] std::string
inline std::vector<int> get_shape ()
Get the tensor shape.
J&[H| std::vector<int>

inline void print ()

print tensor info

class MemoryChunk

Memory chunk, include size, is free, offset, alignment and tensor, which is used to simulate memory allocation.

Public Functions

MemoryChunk (size_t size, int is_free, int alignment = 16)
Construct a new Memory Chunk object.
¢ size ~Memory chunk size
¢ is_free —Whether free or not
* alignment -Memory chunk alignment
MemoryChunk (TensorInfo *tensor, int alignment = 16)
Construct a new Memory Chunk object.
B8
* tensor —Tensorlnfo
¢ alignment —-Memory chunk alignment
inline ~MemoryChunk ()

Destroy the Memory Chunk object.
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MemoryChunk *merge_free_chunk (MemoryChunk *chunk)

Merge continuous free chunk.

¥ chunk -
& [A] MemoryChunk*

MemoryChunk *insert (TensorInfo *tensor)

Insert tensor into free chunk.

2% tensor —
R [H MemoryChunk*

MemoryChunk *extend (TensorInfo *tensor)

Extend free chunk and insert tensor.

¥ tensor —
& [A] MemoryChunk*

inline void £ree ()

Free memory chunk, set is_free to true and set tensor to nullptr.

size_tget_aligned_size (size_t size)
get aligned size, which is 16/alignment bytes aligned

5 size -
JRIA] size t

Public Members

size_t size

Memory chunk size

bool is_free

Whether memory chunk is free or not

int of£set

Offset relative to root pointer

int alignment

Memory address alignment

Tensorlnfo *tensor

Info of the tensor which occupies the memory

4.3.9 Header File

* esp-dl/dl/model/include/dl_memory_manager_greedy.hpp

4.3.10 Classes

class MemoryManagerGreedy : public dl::MemoryManagerBase

Greedy memory manager that allocates memory for tensors in execution order, prioritizing internal RAM
allocation first.
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Public Functions

inline MemoryManagerGreedy (int max_internal_size, int alignment = 16)
Constructs a greedy memory manager with specified constraints.
B8
* max_internal_size -Maximum allowed internal RAM usage in bytes
* alignment —Memory address alignment requirement (default: 16 bytes)
inline ~MemoryManagerGreedy ()
Destructor that releases all managed memory resources.
virtual bool alloe (fbs::FbsModel *fbs_model, std::vector<dl::module::Module*> &execution_plan,
ModelContext *context)
Allocates memory for all network tensors following greedy strategy.
BH
* fbs_model -FlatBuffer model containing network architecture
* execution_plan —Execution graph ordered by computation dependencies
* context —Device-specific runtime configuration
1R[] bool True if successful allocation, false if memory insufficient
void £ree ()

Releases all allocated memory including tensor buffers and memory pools.

4.4 Fbs API Reference

The esp-dl model utilizes FlatBuffers to store information about parameters and the computation graph. Taking into
account the encryption requirements of some models, this part has not been open-sourced. However, we provide a
set of APIs to facilitate users in loading and parsing esp-dl models.

4.4.1 Header File

¢ esp-dl/fbs_loader/include/fbs_loader.hpp

4.4.2 Classes

class FbsLoader

Class for parser the flatbuffers.

Public Functions

FbsLoader (const char *rodata_address_or_partition_label_or_path = nullptr, model_location_type_t
location = MODEL_LOCATION_IN_FLASH_RODATA)

Construct a new FbsLoader object.

S8
e rodata_address_or_partition_label_or_path —The address of model
data while location is MODEL_LOCATION_IN_FLASH_RODATA. The label of par-
tition while location is MODEL_LOCATION_IN_FLASH_PARTITION. The path of
model while location is MODEL_LOCATION_IN_SDCARD.
¢ location —The model location.
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~FbsLoader ()
Destroy the FbsLoader object.

FbsModel *1oad (const uint8_t *key = nullptr, bool param_copy = true)
Load the model. If there are multiple sub-models, the first sub-model will be loaded.

BH

e key -NULL or a 128-bit AES key, like {0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06,
0x07, 0x08, 0x09, 0x0a, 0xOb, 0xOc, 0x0d, 0x0e, 0xOf }

* param_copy —Set to false to avoid copy model parameters from FLASH to
PSRAM. Only set this param to false when your PSRAM resource is very
tight.  This saves PSRAM and sacrifices the performance of model inference
because the frequency of PSRAM is higher than FLASH. Only takes effect
when MODEL_LOCATION_IN_FLASH_RODATA(CONFIG_SPIRAM_RODATA
not set) or MODEL_LOCATION_IN_FLASH_PARTITION.

& [A] Return nullptr if loading fails. Otherwise return the pointer of FhsModel.

FbsModel *1oad (const int model_index, const uint8_t *key = nullptr, bool param_copy = true)
Load the model by model index.

S8

* model_index —The index of model.

e key -NULL or a 128-bit AES key, like {0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06,
0x07, 0x08, 0x09, 0x0a, 0x0b, 0x0c, 0x0d, 0xOe, 0xOf }.

e param_copy —Set to false to avoid copy model parameters from FLASH to
PSRAM. Only set this param to false when your PSRAM resource is very
tight. This saves PSRAM and sacrifices the performance of model inference
because the frequency of PSRAM is higher than FLASH. Only takes effect
when MODEL_LOCATION_IN_FLASH_RODATA(CONFIG_SPIRAM_RODATA
not set) or MODEL_LOCATION_IN_FLASH_PARTITION.

B M| Return nullptr if loading fails. Otherwise return the pointer of FhsModel.

FbsModel *1oad (const char *model_name, const uint8_t *key = nullptr, bool param_copy = true)
Load the model by model name.
S8
* model_name —The name of model.
e key -NULL or a 128-bit AES key, like {0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06,
0x07, 0x08, 0x09, 0x0a, 0xOb, 0x0c, 0x0d, 0x0e, 0xOf }
e param_copy —Set to false to avoid copy model parameters from FLASH to
PSRAM. Only set this param to false when your PSRAM resource is very
tight. This saves PSRAM and sacrifices the performance of model inference
because the frequency of PSRAM is higher than FLASH. Only takes effect
when MODEL_LOCATION_IN_FLASH_RODATA(CONFIG_SPIRAM_RODATA
not set) or MODEL_LOCATION_IN_FLASH_PARTITION.
RNl Return nullptr if loading fails. Otherwise return the pointer of FhsModel.
int get_model_num ()
Get the number of models.

j&[A] The number of models

void 1ist_models ()
List all model’ s name.

const char *get_model_location_string ()
Get the model location string.

&AMl The model location string.
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4.4.3 Header File

* esp-dl/fbs_loader/include/fbs_model.hpp

4.4.4 Classes

class FbsModel
Flatbuffer model object.

Public Functions

FbsModel (const void *data, size_t size, model_location_type_t location, bool encrypt, bool rodata_move,
bool auto_free, bool param_copy)

Construct a new FbsModel object.

B8
* data —The data of model flatbuffers.

¢ size —The size of model flatbuffers in bytes.

* location —The location of model flatbuffers.

* encrypt —Whether the model flatbuffers is encrypted or not.

* rodata_move —Whether the model flatbuffers is moved from FLASH rodata to
PSRAM.

* auto_free —Whether to free the model flatbuffers data when destroy this class in-
stance.

e param_copy —Whether to copy the parameter in flatbuffers.

~FbsModel ()
Destroy the FbsModel object.

void print ()

Print the model information.

std::vector<std::string> topological_sort ()

Return vector of node name in the order of execution.
&[] topological sort of node name.

esp_err_t get_operation_attribute (std:string node_name, std::string attribute_name, int
&ret_value)

Get the attribute of node.
S5

* node_name —The name of operation.
e attribute_name —The name of attribute.
* ret_value —The attribute value.
Rl esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

esp_err_t get_operation_attribute (std:string node_name, std::string attribute_name, float
&ret_value)

Get the attribute of node.
S5

* node_name —The name of operation.
e attribute_name —The name of attribute.
e ret_value —The attribute value.
R[] esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

Espressif Systems 78 Release v3.2.2-3-gdd0797170c
Submit Document Feedback


https://github.com/espressif/esp-dl/blob/dd07971/esp-dl/fbs_loader/include/fbs_model.hpp
https://www.espressif.com/zh-hans/company/documents/documentation_feedback?docId=&sections=&version=Release v3.2.2-3-gdd0797170c%20for 

Chapter 4. API Reference

esp_err_t get _operation_attribute (std:string node_name, std::string attribute_name, std::string
&ret_value)

Get the attribute of node.

S8
* node_name —The name of operation.
¢ attribute_name —The name of attribute.
* ret_value —The attribute value.

B esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

esp_err_t get_operation_attribute (std:string node_name, std::string attribute_name,
std::vector<int> &ret_value)

Get the attribute of node.

S48
* node_name -The name of operation.
e attribute_name —The name of attribute.
* ret_value —The attribute value.
B M| esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

esp_err_t get_operation_attribute (std:string node_name, std::string attribute_name,
std::vector<float> &ret_value)

Get the attribute of node.

S8
* node_name —The name of operation.
¢ attribute_name —The name of attribute.
¢ ret_value —The attribute value.
Bl esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

esp_err_t get_operation_attribute (std:string node_name, std::string attribute_name,
dl::quant_type_t &ret_value)
Get the attribute of node.

e
* node_name —The name of operation.
¢ attribute_name —The name of attribute.
¢ ret_value —The attribute value.
R esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

esp_err_t get_operation_attribute (std:string node_name, std::string attribute_name,
dl::activation_type_t &ret_value)
Get the attribute of node.

S8
* node_name -The name of operation.
¢ attribute_name —The name of attribute.
¢ ret_value —The attribute value.
&Nl esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

esp_err_t get_operation_attribute (std:string node_name, std::string attribute_name,
dl::resize_mode_t &ret_value)

Get the attribute of node.

S
* node_name —The name of operation.
¢ attribute_name —The name of attribute.
¢ ret_value —The attribute value.
&[] esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

esp_err_t get_operation_attribute (std:string node_name, std::string attribute_name,
dl::TensorBase *&ret_value)
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Get the attribute of node.
e

* node_name —The name of operation.

¢ attribute_name —The name of attribute.

¢ ret_value —The attribute value.
&l esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

esp_err_t get_operation_input_shape (std::string node_name, int index, std::vector<int>
&ret_value)

Get operation input shape.
B8
* node_name —The name of operation.

¢ index —The index of inputs

* ret_value —Return shape value.
iR’ [H] esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

esp_err_t get_operation_output_shape (std::string node_name, int index, std::vector<int>
&ret_value)

Get operation output shape.
* node_name —The name of operation.

¢ index —The index of outputs

e ret_value —Return shape value.
&[] esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

esp_err_t get_operation_inputs_and_outputs (std::string node_name, std::vector<std::string>
&inputs, std::vector<std::string> &outputs)

Get the attribute of node.
S

* node_name —The name of operation.

e inputs —The vector of operation inputs.

* outputs —The vector of operation outputs.
&[] esp_err_t Return ESP_OK if get successfully. Otherwise return ESP_FAIL.

std::string get_operation_type (std::string node_name)
Get operation type, “Conv” , “Linear” etc.

%% node_name —The name of operation
Rl The type of operation.

dl::TensorBase *get _operation_parameter (std:string node_name, int index = 1, uint32_t caps =
MALLOC_CAP_DEFAULT)

Return if the variable is a parameter.
B8
* node_name —The name of operation

* index —The index of the variable
caps —Bitwise OR of MALLOC_CAP_* flags indicating the type of memory to be

returned
]| di::TensorBase*

dl::TensorBase *get _operation_1lut (std::string node_name, uint32_t caps =
MALLOC_CAP_DEFAULT, std::string attribute_name =

”lut” )

Get LUT(Look Up Table) if the operation has LUT.
S

* node_name —The name of operation
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¢ caps —Bitwise OR of MALLOC_CAP_* flags indicating the type of memory to be
returned
* attribute_name —The name of LUT attribute
W’IAl di::TensorBase*
bool is_parameter (std::string name)
return true if the variable is a parameter
%% name —Variable name
RN true if the variable is a parameter else false
const void *get_tensor_raw_data (std::string tensor_name)
Get the raw data of FlatBuffers::DI::Tensor.
¥ tensor_name —The name of Tensor.
&[] uint8_t * The pointer of raw data.
dl::dtype_t get_tensor_dtype (std::string tensor_name)
Get the element type of tensor tensor.
%% tensor_name —The tensor name.
&M FlatBuffers::Dl::TensorDataType
std::vector<int> get_tensor_shape (std::string tensor_name)
Get the shape of tensor.
¥ tensor_name —The name of tensor.
&[] std::vector<int> The shape of tensor.
std::vector<int> get _tensor_exponents (std::string tensor_name)

Get the exponents of tensor.

B . When quantization is PER_CHANNEL, the size of exponents is same as out_channels. When
quantization is PER_TENSOR, the size of exponents is 1.

% ¥ tensor_name —The name of tensor.
&Nl The exponents of tensor.

dl::dtype_t get_value_info_dtype (std:string var_name)
Get the element type of value_info.

%% var_name —The value_info name.
Rl dl:dtype_t
std::vector<int> get_value_info_shape (std:string var_name)

Get the shape of value_info.

%% var_name —The value_info name.
#&A] the shape of value_info.

int get_value_info_exponent (std::string var_name)

Get the exponent of value_info. Only support PER_TENSOR quantization.

¥ var_name —The value_info name.
&[] the exponent of value_info

const void *get_test_input_tensor_raw_data (std:string tensor_name)

Get the raw data of test input tensor.

%% tensor_name —The name of test input tensor.
#&A] uint8_t * The pointer of raw data.
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const void *get_test_output_tensor_raw_data (std::string tensor_name)

Get the raw data of test output tensor.

%% tensor_name —The name of test output tensor.
&[] uint8_t * The pointer of raw data.

dl::TensorBase *get_test_input_tensor (std::string tensor_name)

Get the test input tensor.

%¥%| tensor_name —The name of test input tensor.
&\l The pointer of tensor.

dl::TensorBase *get _test_output_tensor (std::string tensor_name)

Get the test output tensor.

%% tensor_name —The name of test output tensor.
&1l The pointer of tensor.

std::vector<std::string> get_test_outputs_name ()
Get the name of test outputs.

&[] the name of test outputs
std::vector<std::string> get _graph_inputs ()
Get the graph inputs.
&[] the name of inputs
std::vector<std::string> get_graph_outputs ()
Get the graph outputs.
RN the name of ounputs
void clear_map ()
Clear all map.
void 1load_map ()
Load all map.
std::string get _model_name ()
Get the model name.

jJ&[A] the name of model

int64_t get_model_version ()
Get the model version.

jx[a] The version of model

std::string get_model_doc_string ()
Get the model doc string.

&Ml The doc string of model
std::string get_model_metadata_prop (const std::string &key)
Get the model’ s metadata prop.

%% key —The key of metadata prop
& [A] The value of metadata prop

void get_model_size (size_t *internal_size, size_t *psram_size, size_t *psram_rodata_size, size_t
*flash_size)
Get the model size.

S8
e internal_size —Flatbuffers model internal RAM usage
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* psram_size —Flatbuffers model PSRAM usage
* psram_rodata_size -Flatbuffers model PSRAM rodate usage. If CON-

FIG_SPIRAM_RODATA option is on, \ Flatbuffers model in FLASH rodata will be
copied to PSRAM

e flash_size —Flatbuffers model FLASH usage

Public Members

bool m_param_copy

copy flatbuffers param or not.
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(C++ function), 74 tion), 82
dl::TensorInfo::set_internal_ state fbs: :FbsModel: :get_model_version (C++
(C++ function), 73 function), 82
dl::TensorInfo::set_offset (C++ function), fhs::FbsModel::get_operation_attribute
73 (C++ function), 78, 79
dl::TensorInfo::TensorInfo (C++ function), fps::FbsModel::get_operation_input_shape
72 (C++ function), 80
dl::TensorInfo::update_time (C++ func- fps::FbsModel: :get_operation_inputs_and_outputs
tion), 73 (C++ function), 80
DL_LOG_INFER_LATENCY_ARRAY_END (C fps::FbsModel: :get_operation_lut (C++
macro), 64 function), 80
DL_LOG_INFER_LATENCY ARRAY END_PRINT  fps::FbsModel::get_operation_output_shape
(C macro), 64 (C++ function), 80
Espressif Systems 87 Release v3.2.2-3-gdd0797170c

Submit Document Feedback


https://www.espressif.com/zh-hans/company/documents/documentation_feedback?docId=&sections=&version=Release v3.2.2-3-gdd0797170c%20for 

#5]

fbs::FbsModel: :get_operation_parameter
(C++ function), 80

fbs: :FbsModel: :get_operation_type
(C++ function), 80

fbs::FbsModel: :get_tensor_dtype (C++
function), 81

fbs::FbsModel: :get_tensor_exponents
(C++ function), 81

fbs::FbsModel::get_tensor_raw_data
(C++ function), 81

fbs: :FbsModel: :get_tensor_shape (C++
function), 81

fbs: :FbsModel: :get_test_input_tensor
(C++ function), 82

fbs::FbsModel::get_test_input_tensor_raw_data
(C++ function), 81

fbs::FbsModel: :get_test_output_tensor
(C++ function), 82

fbs::FbsModel: :get_test_output_tensor_raw_data
(C++ function), 81

fbs::FbsModel: :get_test_outputs_name
(C++ function), 82

fbs: :FbsModel: :get_value_info_dtype
(C++ function), 81

fbs::FbsModel: :get_value_info_exponent
(C++ function), 81

fbs::FbsModel::get_value_info_shape
(C++ function), 81

fbs: :FbsModel: :is_parameter (C++ func-
tion), 81

fbs: :FbsModel: : load_map (C++ function), 82

fbs: :FbsModel: :m_param_copy (C++ mem-
ber), 83

fbs: :FbsModel: :print (C++ function), 78

fbs::FbsModel: :topological_sort (C++
function), 78
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